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LLMs are developing rapidly and have important 
applications in many fields.

Development Process Real-world Applications

Motivation Methodology Results Conclusions Future Work
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In empirical software engineering (EMSE), various activities 
require human participation.

They are time-consuming and labor-intensive, even may 
introduce bias. 

Data Collection and Analysis
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EMSE Manual Analysis Procedure Example
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Preliminary 
Results

Dataset Manual Analysis
Estimated time: 4-8 months

Independent Analysis

A third party 
handles 

disagreements
Cohen’s Kappa Final Results

The independent analysis process may 
introduce bias.

Analysis of one piece of data may need 
to be done three times, so it is time-
consuming and labor-intensive.

The manual analysis is time-consuming 
and labor-intensive.



The auxiliary capabilities and effectiveness of LLMs in 
EMSE tasks have rarely been explored.

To fill this gap, in this paper, we evaluate the performance 
of LLMs by using scenarios of human participation in
EMSE tasks, i.e., EMSEBench.

https://github.com/EMSEBench 
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Research Questions

• RQ1:
Can empirical software engineering tasks evaluate the performance of LLMs?

• RQ2:
Can multi-agent workflow improve the performance of LLMs in empirical 
software engineering tasks?

Motivation Methodology Results Conclusions Future Work
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Contribution
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FindingsEmpirical Study

Dataset EMSEBench
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Overview of Our Empirical Study
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1,196 Papers

Collect papers
ICSE 21-23

ASE 21-23

FSE 21-23

Human Participation Details

20 Papers

Providing Dataset

Experimental Procedure Can 
be Reproduced by LLM

LLM-Reproducible Requirements

Filter papers

Examining 
references 
and citations

7 Scenarios

Experiment Data

Related Prompts, 
Results and Logs

2 Components

Identify works

Scenario Collection

Single-Agent 
Workflow

Multi-Agent 
Workflow

2 Workflows Experiment Setup
LLM Evaluation
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Human-involved Scenario Classification Process
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No. Experiment Content Data Source

1 Deployment Fault 
Classification [5]

SO/GitHub 
Issue

2
Log Message and 

Location Type 
Classification [17]

Software 
System Log

3 IoT Bug Classification 
[22] GitHub Issue

4 Live-chat Log 
Classification [26]

Community 
Live-chat Log

5 Post Title Classification 
[15]

SO Issue Post 
Title

6 Commit Message 
Classification [16]

GitHub 
Commit 

Message

7 JavaScript Fault 
Classification [24]

TensorFlow.js 
Issue
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Prompt Design
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Components

• Role

• Task

• Sample

• Output format

Categories

• Zero-shot Prompt

• One-shot Prompt

• Optimization Process Prompt

• Optimized One-shot Prompt
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Topic 1: LLMs’ Performance in Solving EMSE Tasks
Motivation Methodology Results Conclusions Future Work
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Single-agent Workflow Multi-agent Workflow



Single-agent Workflow Evaluation
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Answer to RQ1. EMSE tasks significantly 
distinguish the performance of LLMs: 
ChatGPT4.0 and ChatGLM4.0 achieve the 
highest performance with no hallucinations, 
while ERNIE Bot4.0 and Gemini3.0 both 
exhibit hallucinations with lower 
performance.

Avg. Accuracy of Seven Scenarios



Message Type: OD VD ND

Multi-agent workflow Evaluation Sample
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Code Snippet in logs.txt Manual Labeling

A1 & A2 Independently Categorize

Final Results Scenario 2

Location Type: CT LB LP MT OP

logger.info("Using Netty Version: 
{}“, Version.identify().entrySet());

Handles 
disagreements



Multi-agent Workflow Evaluation
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Counting the results of the two LLMs together, we
obtain that the single-agent workflow reproduction
accuracy is 64.9% (48/74) , and the multi-agent
workflow reproduction accuracy is 66.6% (49.25/74) .

In general, the multi-agent workflow improves the
performance of LLMs in reproducing EMSE tasks.

Answer to RQ2. In EMSE tasks, the multi-agent workflow performs better than the single-agent 
workflow for ChatGPT4.0 but worse for ChatGLM4.0. Overall, the multi-agent workflow has higher 
performance than the single-agent workflow.
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Single-agent ChatGPT4.0 has a replication
accuracy of 62.2% (46/74), while multi-
agent ChatGPT3.5 has 60.1% (44.5/74).
Multi-agent ChatGPT3.5 can achieve a
similar performance to ChatGPT4.0.

Multi-agent Workflow Evaluation

Single-agent ChatGPT4.0 vs. Multi-agent ChatGPT3.5
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Limitation 1：Hallucination

(a) Expected response provided by 
ChatGPT4.0

(b) Hallucination provided by ERNIE Bot4.0
(EL is the nonexistent Message Type)

Topic 2: LLMs’ Limitations in Solving EMSE Tasks



Limitation 2: LLM Consistency and Error-Correction Ability
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Error-Correction Ability:
Team Leader’s ability to
make a correct judgment can
be considered as the Error-
Correction Ability of the LLM.

Team Leader makes a correct judgmentWhen there is inconsistency
in the LLM, the Error-
Correction Ability will affect
the correctness of the final
result.

LLM/Scen. 1 2 3 4 5 6 7

GPT4.0 0/0 1/1 1/2 0/3 1/2 0/1 3/0

GLM4.0 2/4 2/1 1/0 2/1 0/1 0/2 1/2

The Correctness/Wrongness of the Team Leader’s Final Result



Limitation 3: LLM Consistency and Sycophancy
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Sycophancy Phenomenon:
Both ChatGPT4.0 and ChatGLM4.0’s
team member accept all wrong results
of the team leader.

But we find that ChatGPT3.5’s team
member may maintain own correct
answer in experiments with feedback.

In the multi-level feedback workflow,
sycophancy can make the feedback
meaningless.

Team Member maintains answer in ChatGPT3.5
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Conclusions
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• We conducted an exploratory investigation to compare the performance of
different LLMs using EMSEBench, human participation tasks in EMSE.

• We used seven human participation scenarios and related data to evaluate the
performance of 4 LLMs, with three types of prompts.

• We analyzed multi-agent workflow technique to explore its actual improvement
in LLM performance.

We believe this research can facilitate the understanding of the auxiliary role and
effectiveness of LLMs in EMSE research.
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Future Work

• Evaluate more EMSE scenarios on more LLMs

• Design more representative experiment process, such as prompts and datasets

• Use LLM APIs in experiment

Internetware 2024, Macau, China, July 24, 2024
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Thanks!

Q&A

Wenjun Liang

Email: wenjun0418@nuaa.edu.cn
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