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LLMs are developing rapidly and have important

applications in many fields.
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Real-world Applications
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Motivation

In empirical software engineering (EMSE), various activities
require human participation.

They are time-consuming and labor-intensive, even may
introduce bias.
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Data Collection and Analysis
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EMSE Manual Analysis Procedure Example
The independent analysis process may

2
tj (= introduce bias.
Dataset Manual Analysis i % /

/ Estimated time: 4-8 months
Independent Analysis . :
. : P Y Analysis of one piece of data may need
The manual analysis Is time-consuming : D
: . to be done three times, so it is time-
and labor-intensive. : : :
consuming and labor-intensive.

™y

LA

e —

=\

v @

D
|

A third party
Preliminary handles Cohen’s Kappa Final Results
Results disagreements
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The auxiliary capabilities and effectiveness of LLMs in
EMSE tasks have rarely been explored.

To fill this gap, in this paper, we evaluate the performance
of LLMs by using scenarios of human participation in
EMSE tasks, i.e., EMSEBench.

https://github.com/EMSEBench
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Motivation Methodology Results Conclusions Future Work

Research Questions

* RQ1:
Can empirical software engineering tasks evaluate the performance of LLMs?

* RQ2:
Can multi-agent workflow improve the performance of LLMs in empirical
software engineering tasks?
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Overview of Our Empirical Study

= - Human Participation Details
ICSE 21-23 & — p—
[ ] Collect papers L o Filter papers -_-:I . .
[ ASE 21-23 ] =\ l:D:I Providing Dataset > w Scenario Collection
[ FSE 21-23 ] 1,196 Papers Experimental Procedure Can 20 Papers
" be Reproduced by LLM

LLM-Reproducible Requirements references

Examining
and citations

J

Single-Agent ) 0 Experiment Data ‘ E Identlfy works
WOI‘kﬂOW ) } ED:I A} E

Multi-Agent Related Prompts,
Workflow ) Results and Logs ) 7 Scenarios
# Workliows 2 Components Experiment Setup
LLM Evaluation
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Human-involved Scenario Classification Process

Experiment Content

1 Deployment Fault SO/GitHub
) : Classification [5] Issue
Scenario R the LLMs Can Log Message and
Classification EEHiExT Around Perform 8 . & Software
Manual 2 Location Type Svstern Lo
Yes Classification [17] y 8
loT Bug Classification .
_ g GitHub Issue
Keyword Detailed [22]
Manual? qformation; Live-chat Log Community

No
Participation

No
¥

No Details

No
¥

No Dataset

LLMs Can't
Perform

Classification [26]

Post Title Classification
[15]

Commit Message
Classification [16]

JavaScript Fault
Classification [24]

Live-chat Log
SO Issue Post
Title

GitHub
Commit
Message
TensorFlow.js
Issue
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Suppose you are a software development engineer.In community-based software
development, you need to rely on live-chatting transcripts to discuss emergent
bugs/errors you encounter in your daily development tasks.

‘ Components
Catego ries p Now you need to classify the sentences | provide you into:observed behaviors (OB),
expected behaviors (EB), steps to reproduce the bug (SR) and others.
° Ze ro_shot Prom pt o RO I e To help you understand these four categories, | will provide you with an example of

each category.
There are examples.
"i have added all the required jars in my eclipse project but still i am getting this

° O ne-s h ot P rom pt o Ta S k error._eou_" observed behaviors (OB)

"when trying to edit or save desired capabilities, eou " expected behaviors (EB)
"i have jdk version version_eou " steps to reproduce the bug (SR)

"hi have a problem with ios 13 device. eou " Others

n

 Sample
tips: "_code_" means code snippet, *_eou_" means the end of a sentence and
" version_" means the version number of a app.

O Ut p Ut fO rm at Just give your answer, no explanation required.

If you understand everything | said, please answer Understand.Then | would send
the content of live-chatting transcripts.

 Optimized One-shot Prompt
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Single_agent Workflow Evaluation |_[Zero—shot |_|One-shot |_|Optimized One-shot
70F 67.6
60 - 24,608 | 554 = 56.8
Answer to RQ1. EMSE tasks significantly sl 2
distinguish the performance of LLMs: 3:;40'_ 419
ChatGPT4.0 and ChatGLM4.0 achieve the §30- e
83l
highest performance with no hallucinations, =
c .. 20
while ERNIE Bot4.0 and Gemini3.0 both |
exhibit hallucinations with lower o1
performance. O T ChatoPTA0  ERNIEBO0  Gemin3.0  ChatGLM4.0
LLMs

Avg. Accuracy of Seven Scenarios
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Multi-agent workflow Evaluation Sample

- % [ |single-Agent|  |Multi-Agent w./o. Feedback| | Multi-Agent w. Feedback
~ N
N—A N 10
.\/‘ A |
: N = § 8 i 8
Code Snippet in logs.txt Manual Labeling § / /
S 6l 6 6
logger.info("Using Netty Version: Al & A2 Independently Categorize 3
{}*, Version.identify().entrySet()); 2 .1 4
/
T
2 F
~ Location Type: CT LB LP MT OP —
0
ChatGPT4.0 ChatGLM4.0
7 LLMs
Handles ~ Message Type: OD VD ND i .
ge 1yp Final Results Scenario 2

disagreements
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Multi-agent Workflow Evaluation c8.9

62.2

60 |

Counting the results of the two LLMs together, we - *°
obtain that the single-agent workflow reproduction
accuracy is 64.9% (48/74) , and the multi-agent
workflow reproduction accuracy is 66.6% (49.25/74) . 20

40

30 F

#Accuracy(%

10 |

In general, the multi-agent workflow improves the
performance of LLMs in reproducing EMSE tasks.

0 A
ChatGPT4.0 ChatGLM4.0

LLMs

Answer to RQ2. In EMSE tasks, the multi-agent workflow performs better than the single-agent
workflow for ChatGPT4.0 but worse for ChatGLMA4.0. Overall, the multi-agent workflow has higher
performance than the single-agent workflow.
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Single-agent ChatGPT4.0 has a replication
accuracy of 62.2% (46/74), while multi-
agent ChatGPT3.5 has 60.1% (44.5/74).
Multi-agent ChatGPT3.5 can achieve a
similar performance to ChatGPT4.0.

#Successful Test Cases

ChatGPT4.0 & Single-Agent ChatGPT3.5 & Multi-Agent
LLMs

Single-agent ChatGPT4.0 vs. Multi-agent ChatGPT3.5
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Results

Topic 2: LLMs’ Limitations in Solving EMSE Tasks

Limitation 1. Hallucination

Message: Could not properly shutdown cluster client.

@ You
} catch (Exception ex) { [MsgType: Error Log (EL) |

LOG.info("Could not properly shutdown cluster client.”, ex);

LocationType: Catch Clause (CT)

}
O Explanation:
ChatGPT Although the log level used here is info , the context of the message suggests that an exceptional
at
] situation has occurred, which is the failure to properly shutdown a cluster client. Typically, such failures are

Message: "Could not properly shutdown cluster client.” . ) o .

unexpected and may require attention, making it more suitable for an error log level rather than an
MsgType: ND informational one. The logged message indicates that there was a problem during the shutdown process
LocationType: CT of the cluster client, and the exception ex provides further details about the nature of the failure.

(a) Expected response provided by (b) Hallucination provided by ERNIE Bot4.0
ChatGPT4.0 (EL is the nonexistent Message Type) 16
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Limitation 2: LLM Consistency and Error-Correction Ability

Error-Correction Ability: e N |

, L After considering both team members' reasoning and the post content, Team Member 2's
Team Leader S d bl I Ity to classification of Multi-backend Initialization Failure (C.3) appears to be more accurate. The
ma ke a correct judgment can error message "Illegal instruction: 4 occurs when importing ~tfjs—node specifically due to

. the lack of support for Apple's M1 hardware in the TensorFlow shared library. This makes the
be considered as the Error- _ = ininargel :
issue a clear case of initialization failure, as the error happens during the attempt to set up the

Correction Abil |ty of the LLM. “tfjs—node backend. Therefore, the final classification should be Multi-backend Initialization

Failure (C.3).

When there is inconsistency Team Leader makes a correct judgment

in the LLM, the Error- 1
Correction Ability will affect
the correctness of the final
result.

GPT4.0 0/0 1/1 1/2 0/3 1/2 0/1 3/0

GLMA4.0 2/4 2/1 1/0 2/1 0/1 0/2 1/2

The Correctness/Wrongness of the Team Leader’s Final Result
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Limitation 3: LLM Consistency and Sycophancy

Sycophancy Phenomenon: © ChatGPT
BOth ChatG PT4 O 3 nd ChatG LM4 O,S Considering the team leader's reasoning, | understand the perspective that the

commit message provides some insight into the motivation behind the commit

team member acce pt all wrong resu Its ("Why"), even though it lacks specificity regarding the changes made ("What").
Therefore, labeling it as 3 ("No What") seems reasonable.
of the team leader.

However, upon reevaluation,|l still believe|that the commit message doesn't

sufficiently explain the motivation behind the changes. While it mentions merging

. ’
But we f| nd that Ch atG PT35 s team dev-metadata from upstream and refactoring the zk store, it doesn't clarify why
these actions were necessary or what specific improvements or fixes were made.
member may @8 actions were necessary Spectie
Without this information, it's challenging to fully understand the purpose of the

in experiments with feedback. commit.

Therefore, | will maintain my original answer{and label this commit message as 1

In the multi-level feedback workflow, ("Neither Why nor What").

sycophancy can make the feedback Team Member maintains answer in ChatGPT3.5
meaningless. "
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Conclusions

e We conducted an exploratory investigation to compare the performance of
different LLMs using EMSEBench, human participation tasks in EMSE.

* We used seven human participation scenarios and related data to evaluate the
performance of 4 LLMs, with three types of prompts.

* We analyzed multi-agent workflow technique to explore its actual improvement
in LLM performance.

We believe this research can facilitate the understanding of the auxiliary role and
effectiveness of LLMs in EMSE research.
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Future Work

e Evaluate more EMSE scenarios on more LLMs

* Designh more representative experiment process, such as prompts and datasets

* Use LLM APIs in experiment

20
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