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Abstract—This paper presents an empirical study of 5741 bug
reports for the Linux kernel from an evolutionary perspective, with
the aim of obtaining a deep understanding of bug characteristics in
the Linux operating system. Bug classification is performed based
on the fault triggering conditions, followed by an analysis of the
proportions and evolution of the bug types as well as comparisons
among versions, products, and repair locations. In addition, an
analysis of regression bugs and the relationship between the types
of bugs and the time needed to fix them are presented. Moreover,
a procedure for the analysis of bug type characteristics based on
complex network metrics is proposed, and four network metrics,
i.e., degree, clustering coefficient, betweenness, and closeness, are
utilized to further investigate the relationship between bug types
and software metrics. In this paper, 22 interesting findings based
on the empirical results are revealed, and guidance based on these
findings is provided for developers and users.

Index Terms—Bug classification, complex network, evolution,
fault trigger, Linux operating system (OS), Mandelbug (MAN),
regression bug.

NOMENCLATURE

Acronyms
OS Operating system.
BOH Bohrbug.
MAN Mandelbug.
NAM Nonaging-related Mandelbug.
ARB Aging-related bug.
Notations
k Degree.
kin In-degree.
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kout Out-degree.
C Clustering coefficient.
CB Betweenness.
CC Closeness.
nm Network metric.
bug(·)

nm Network metric of a bug.
version(·)

nm Average network metric of bugs for a version.

I. INTRODUCTION

OVER the past 25 years, the Linux operating system (OS)
has been ubiquitously deployed in various areas. Well-

supported Linux distributions are available for a wide variety of
hardware platforms, ranging from embedded devices and per-
sonal computers to powerful supercomputers [1]. With the evo-
lution of the Linux OS, its functionality has been continuously
enhanced. For example, Linux version 1.0 was released in 1994
with approximately 17 000 lines of code, and version 4.14 was
released in 2017 with more than 20 million lines of code. Since
the Linux OS provides operating environments for the software
systems that are executed on a computer, its reliability has a
direct impact on the services that are provided by the running
software systems.

However, failures will inevitably manifest after the deploy-
ment of the Linux OS, as it is not cost-effective to guarantee the
highest possible reliability of the OS through exhaustive test-
ing during the development period. Therefore, the activity of
resolving bug reports provided through bug tracking systems
(e.g., Bugzilla [2]) or static analysis tools (e.g., Coverity [3]) is
a major task in the maintenance phase. A deep understanding of
the fault characteristics in the Linux OS is thus essential and use-
ful for improving its reliability and has consequently attracted
considerable attention throughout its evolution [4]–[9].

It can be expected that comprehending the factors that trig-
ger faults and/or propagate errors could provide valuable in-
sights into the Linux OS development and maintenance phases.
In 1985, Gray [10] considered bug types from the bug mani-
festation perspective. For example, software bugs that always
produce failure on retry are regarded as “hard” bugs and are re-
ferred to as Bohrbugs (BOH), named after the solid and easily de-
tected Bohr atom. By contrast, software bugs that manifest only
transiently are considered “soft” bugs and are called Heisenbugs
because of their uncertain characteristics. To clarify the relation-
ships among different bug types, Grottke and Trivedi [11], [12]
proposed formal definitions of software fault types as follows.
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TABLE I
DEFINITIONS OF THE NAM/ARB SUBTYPES

A BOH can be consistently reproduced under a well-defined set
of conditions. In contrast, the term Mandelbug (MAN) refers
to a bug whose activation and/or error propagation conditions
are complex and thus is a complementary antonym of the term
BOH. MANs can be further categorized into nonaging-related
Mandelbugs (NAMs) and aging-related bugs (ARBs). The ARB
is a type of bugs that can lead to the software aging phenomenon,
i.e., to an increase in the failure rate and/or performance degra-
dation over time [13], [14]. Based on the above classification,
Cotroneo et al. [8] presented an extension to a more specific
bug type classification for NAMs and ARBs. The definitions
of NAM/ARB subtypes are presented in Table I. This was also
the first paper to explore bug characteristics based on the fault
triggering conditions in the Linux OS.

In the current paper, we present a study of fault-trigger-based
bug characteristics for 5741 bug reports from the Linux kernel.
This is a significant extension relative to the work presented in
[8], which considered a data set of 346 bug reports. In addition,
a further investigation of bug type characteristics is conducted
from several perspectives, including an analysis of the propor-
tions and evolution of the bug types, an analysis of regression
bugs, an analysis of the relationship between bug type and fix-
ing time, and an analysis of bug type characteristics based on
network metrics. For each bug report, we carefully examined its
description, the associated comments, and the attached files. The
contributions of this paper can be summarized as the answers to
the following five research questions.

RQ1: What are the proportions of the bug types, and how do
they evolve over versions or time?

Over the past 25 years, Linux has put out more than 1300
releases, from version 1.0 to 4.14. In addition, the development
model of Linux has evolved. For example, releases before ver-
sion 2.6 were divided into stable versions and development ver-
sions. Therefore, it is warranted to explore the proportions of
bug types in Linux and how they change with the evolution of
versions or with time as well as the variation in bug type pro-
portions among versions. Moreover, comparisons of bug type
proportions among products and repair locations are also con-
ducted in this paper. The results of analyzing bug type propor-
tions can be used for a model-based analysis [15], which can
assist in the selection of appropriate complexity scenarios and
parameter values. In addition, comparisons of bug types among
products and repair locations can help us to better understand
the relation between the distribution of bugs and the different
Linux subsystems. The results can guide developers in applying
specific testing strategies for different subsystems.

RQ2: What is the proportion of regression bugs in Linux, and
how does it evolve over versions or time?

The maintenance of Linux becomes an increasingly difficult
task as it evolves [16]. For example, regression bugs can occur.
A regression bug is a bug that leads to the failure of a feature that
worked normally in previous versions due to bug fixes and/or the
implementation of new functionalities in more recent versions
[17]. Therefore, it is interesting to explore the causes of regres-
sion bugs as well as the proportion of regression bugs, how it
evolves over versions or time and how it impacts the evolution
of the bug type proportions. The findings regarding the propor-
tion of regression bugs can be utilized to interpret the quality
of software changes. Developers can assess the quality of soft-
ware changes by comparing the proportions of regression bugs
counted in different versions or periods of development.

RQ3: What is the relationship between bug type and fixing
time?

The bug management process proceeds through several states,
including new, assigned, and resolved [6]. The fixing time of a
bug can be regarded as one measure of bug complexity. A more
complex bug usually requires more time to fix. To address this
research question, we investigate the time spent by developers
on fixing bugs to understand the impact of different bug types
on the bug management process. Such an understanding can
guide developers in applying appropriate testing strategies for
different types of bugs.

RQ4: Is there any software metric that can reflect the
evolution of the bug type proportions?

A bug in a software system means that there is faulty code in
the source code. Thus, the relationship between the evolution of
the bug type proportions and the software structure information
is examined. In this paper, we utilize complex network metrics
to measure the structure information of the Linux OS. Large-
scale software systems are among the most complex man-made
systems, and the interactions among their fundamental compo-
nents, such as those expressed by call graphs or class diagrams,
can be abstracted as networks [18]–[20]. In our previous studies
[21]–[23], we analyzed the topological and functional structures
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TABLE II
SUMMARY OF FINDINGS RELATED TO THE ANALYSIS OF BUG TYPE CHARACTERISTICS IN THE LINUX OS

of the Linux OS from a complex network perspective. This pro-
vides a research foundation for addressing research questions 4
and 5.

RQ5: Do the characteristics of different bug types differ in
terms of certain network metrics?

To address this research question, we investigate the differ-
ences in bug type characteristics based on the complex network
metrics considered in this paper. The answer to this research
question can help us to better understand the relations between
bug types and software structure information. In addition, sim-
ilar to ARB prediction using software complexity metrics [24],

the results can further be utilized to measure bug characteristics
for bug prediction or classification, if statistically significant dif-
ferences exist between the bug types in terms of these software
complexity metrics. We label a bug and its bug type based on the
affected functions, which are determined by inspecting the cor-
responding bug-fixing patch. The affected functions are nodes
in the corresponding Linux call graph. Thus, the network met-
rics of the nodes with which a bug is labeled can be acquired
and further utilized to represent the characteristics of the bug
and its bug type. The analysis procedure is detailed in the Study
Methodology section.
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The contributions of this paper are summarized into 22 find-
ings, as shown in Table II. The detailed implications of the find-
ings are illustrated in the relevant sections of the paper. These
results provide valuable insight for the developers and users of
the Linux OS.

This paper extends and improves our previous work [25]. Sev-
eral new analyses are conducted. For example, 1) in the bug type
analysis, we present the detailed types of nonbugs and investi-
gate the differences in bug type proportions among repair loca-
tions; 2) in the regression bug analysis, the causes of regression
bugs are further examined and discussed; 3) in the fixing time
analysis, the relationship between regression status and fixing
time is presented; and 4) in the software metric analysis, we pro-
pose a procedure for analyzing bug type characteristics based on
complex network metrics and compare the bug type character-
istics in terms of different network metrics.

The remainder of this paper is organized as follows.
Section II describes the research data, including the Linux OS
itself and the Linux bug data. Section III presents the method-
ology utilized in this study. Sections IV through VI present the
answers to research questions 1 through 3, respectively. The in-
vestigations related to research questions 4 and 5 are presented
in Section VII. Section VIII reports the threats to the validity
of this study, and Section IX introduces related work. Finally,
Section X concludes this paper. Appendix A describes the net-
work modeling of the Linux call graph and the definitions of the
selected network metrics. Appendix B provides detailed infor-
mation for the comparison of bug type characteristics based on
network metrics.

II. RESEARCH DATA

To address the research questions presented in the Introduc-
tion, we collected two types of research data: the source code
of the Linux kernel and Linux bug reports. These data and their
collection procedure are described in detail as follows.

A. Linux OS

The Linux source code was obtained from the official website
[26]. Linux was originally developed by Linus Torvalds in 1991.
The development history of Linux can be classified into three
stages according to the evolution of the development model [16],
[23]. The first stage includes the releases from versions 1.0 to
2.5, and the second stage consists of the version 2.6 series. The
third stage consists of all releases beginning with version 3.0. In
the first stage, the versions were numbered in the form “a.b.c,”
where the first digit “a” represents the kernel version number
and the major and minor version numbers are denoted by the
second digit “b” and the third digit “c,” respectively. Odd major
version numbers correspond to development versions, whereas
even major version numbers represent stable versions. Since
there was a long lag time until new functionality was introduced
into stable versions, the developers decided to change the devel-
opment model when releasing version 2.6. In this stage, 4 digits
were used to denote each release, starting with 2.6.11 [27]. The
third digit indicates the major version, with new functionality,
whereas the fourth digit indicates the minor version, with bug

Fig. 1. Procedure for bug data collection and aggregation. Step 1: Report
filtering. Step 2: Report extraction. Step 3: Version integration.

fixes and security patches. In 2011, to celebrate the 20th anniver-
sary of Linux, the developers retired the numbering method that
was adopted for the version 2.6 series and returned to using 3
digits to denote all releases since version 3.0. It should be noted
that starting with version 2.6.11, major versions have been re-
leased approximately every two or three months.

B. Linux Bug Data

With the evolution of Linux, an extensive repository of bugs
has been accumulated, and this repository is publicly available.
We collected the Linux bug data from the Linux kernel’s official
bug reporting website [2]. As depicted in Fig. 1, the procedure
for bug data collection and aggregation consisted of three steps,
i.e., report filtering, report extraction, and version integration.
These steps are described in detail below.

1) Step 1: Report filtering: In this paper, the reports from
the Linux kernel Bugzilla database were initially fil-
tered based on the conditions of “Status: CLOSED” and
“Resolution: CODE_FIX.”

2) Step 2: Report extraction: Once the filtered list of target re-
ports was obtained, each report on the list was downloaded
to our local computer by a web crawler that we designed.
Each report provides the following information: bug ID,
summary, status, product, component, hardware, impor-
tance, kernel version, tree, regression, reported time, re-
porter, modified time, assignee, attachments (e.g., patch),
description and comments.

3) Step 3: Version integration: It was necessary to process
the recorded versions of the collected reports for the fol-
lowing two reasons. First, some users use distribution
versions that are based on the Linux kernel but still re-
port problems in the Linux kernel Bugzilla. For exam-
ple, the recorded versions “2.6.6-1.414 (Fedora-devel Ker-
nel),” “2.6.16-gentoo-r7,” and “2.6.32-23-generic (ubuntu
10.04)” are not actually formally released versions of
Linux. In addition, some users compile the latest source
code from Git (for example, recorded versions “2.6.21-
rc5-git9,” “2.6.22-rc5-git8,” and “2.6.23-rc6-git2”) but do
not used the formal release versions. Thus, the recorded
versions were integrated into the major versions in ac-
cordance with the Linux version numbering method de-
scribed in Section II-A. For example, recorded version
“2.6.28.7” is regarded as 2.6.28, since version 2.6.28 is a
major version, whereas version 2.6.28.7 is a minor version
of 2.6.28.
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TABLE III
DETAILS OF THE DATA SET

After collecting and aggregating the bug data, we obtained
5741 bug reports, as shown in Table III. The collected data cover
the mainstream tree for Linux from versions 2.4 to 4.9 and in-
clude all targeted products and hardware platforms. The data
range corresponds to the period from November 2002 through
November 2016.

III. STUDY METHODOLOGY

In this section, we first define the bug terminology used in
this paper and describe the procedure applied for classifying
bug types. Finally, a procedure for analyzing bug characteristics
based on network metrics is proposed.

A. Terminology

Before introducing the terminology, we note that the terms
fault, bug, and defect are all regarded as having the same meaning
in this paper. We adopt the bug type classification from [8], [11],
and [12]. A bug is categorized as a BOH or a MAN depending on
the complexity of the fault triggering conditions. The definitions
of BOHs and MANs are given as follows.

1) BOH: A bug that can be consistently reproduced under a
well-defined set of conditions since its activation and/or
error propagation are simple.

2) MAN: A bug that is difficult to reproduce since its activa-
tion and/or error propagation are complex. The complexity
of the triggering conditions may be related to the influence
of a direct factor, for example, a time lag between fault ac-
tivation and failure occurrence. The complexity could also
be due to indirect factors, for example, the system-internal
environment, the timing of inputs and operations, or the
sequencing of inputs and operations.

MANs are separated into two subtypes, i.e., NAMs and ARBs,
according to whether such a bug would lead to the software aging
phenomenon. As depicted in Fig. 2, NAMs and ARBs also have
subtypes. The definitions of NAM/ARB subtypes are presented
in Table I.

In addition, the definitions of regression and nonregression
bugs are presented below.

1) Regression Bug: A bug that causes a feature that worked
normally in previous versions to stop working after a
certain event.

2) Nonregression Bug: A bug that leads to the failure of a
new feature in the current version.

B. Bug Taxonomy

The procedures for bug report classification and the identifi-
cation of regression bugs are presented in the following. For a
given bug report, the classification procedure is separated into

Fig. 2. Based on the complexity of the fault triggering conditions, bugs are
classified as either BOHs or MANs. MANs can be further categorized into NAMs
and ARBs. There are also subtypes of NAMs and ARBs [8].

three steps, as shown in Fig. 3. Each step is described in detail
as follows.

1) Step 1: Data Cleaning. The bug report should first be in-
spected to confirm whether it truly represents a bug. In
this paper, requests for new features or enhancements,
compile-time issues (e.g., make errors or linking errors),
documentation issues (e.g., missing or outdated documen-
tation or harmless warning outputs), duplicates, and issues
related to operator error are regarded as nonbugs and are
removed from the analysis.

2) Step 2: Extraction of Fault Triggers. The description,
discussion comments, patches, log files, and other files
attached to the bug report are carefully examined to de-
termine 1) the activation conditions, for example, the set
of events and/or inputs needed to trigger errors; 2) the er-
ror propagation behavior, for example, the parameters or
states of the program that were changed by the bug and the
manner in which a changed parameter or state propagated;
and 3) the manifestation of the failure, for example, what
phenomena the user observed when the failure occurred.

3) Step 3: Classification. Finally, based on the extracted fault
triggers and the bug manifestation phenomena as well as
the definitions of each subtype of ARBs and NAMs, the
bug report is checked to determine whether it qualifies as
an ARB, NAM, or BOH. If a bug is identified as an ARB
but there is insufficient information to determine its fail-
ure mechanics, its bug type is marked as ARU. Similarly,
NAU is the label assigned to NAM bugs for which the
information necessary to extract the activation and error
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Fig. 3. Procedure of bug report classification. Step 1: Data cleaning. Step 2:
Extraction of fault triggers. Step 3: Classification.

propagation conditions is lacking. Finally, if a report does
not provide sufficient information to classify the corre-
sponding bug as an ARB, NAM, or BOH, it is labeled as
being of an unknown type (UNK).

In addition, regression bugs are identified according to two
criteria. The first concerns the value of the regression flag in
the bug report. If a bug was reported as a regression bug, it will
have a value of “Yes” in the regression field on its reporting page.
However, a bug report cannot be reliably determined to represent
a regression or nonregression bug based solely on its regression
flag, since the regression flag is submitted by the reporter, who
may misclassify the bug. In addition, the regression flags of
some reports are blank, because the reporters did not record
this information. Therefore, the second criterion is based on
an examination of the textual messages associated with a bug
report (e.g., description and discussion comments) to determine
whether it is consistent with the definition of a regression bug.

All the work done with respect to bug type classification
and regression bug classification was manually performed by
the authors, and when cases of suspect classification were
encountered, they were resolved through cross-checks and
discussions. To clarify the classification procedure, examples
of fault-trigger-based bug type classification and examples of
regression bug classification are presented in the following.
These examples can serve as references for the form of the
classification results. Furthermore, to enable other researchers
to understand and implement our classification procedure more

TABLE IV
EXAMPLES OF CLASSIFIED BUGS

easily and for convenience in further analysis, our data have
been released on our research website.1

Examples of fault-trigger-based bug type classification and
examples of regression bug classification are presented in
Tables IV and V, respectively.

In the following, we describe the process for the classification
of the LAG, ENV, TIM, and SEQ subtypes. With respect to the
LAG type, for the example bug ID-12684 shown in Table IV,
we determine that the machine seems to perform normally af-
ter the first suspend/resume from its description, but it refuses
to resume after a second suspend. We consider the bug to be
activated during or before the first suspend/resume operation,
whereas the failure manifests in the second suspend, which in-
dicates that there is a time lag between the activation of the
bug and the manifestation of its consequent failure. Moreover,
the user description indicates that the failure can be rectified by
forcibly saving and restoring the ACPI nonvolatile state. There-
fore, this bug is classified as an LAG. Regarding the ENV type,
for the example bug ID-11805 presented in Table IV, we can
determine that the activation of the bug is due to the interaction
with external hardware/storage, i.e., the mounting of the XFS
partition. In addition, memory also has an impact on the action
and/or error propagation. Thus, this bug is classified as an ENV.
Regarding the TIM type, for the example bug ID-6045 shown in
Table IV, from its description, we can infer that the timing of the
operations, i.e., device discovery of the root disk and the attempt
to mount the root file system, impacts the activation of the bug.
Therefore, the bug is determined to be a TIM. With respect to the

1[Online]. Available: https://guanpingxiao.github.io/data/linux.xlsx

https://guanpingxiao.github.io/data/linux.xlsx
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TABLE V
EXAMPLES OF REGRESSION BUGS AND THEIR BUG TYPES

SEQ type, for the example bug ID-1166 shown in Table IV, it
can be observed from this description that the sequencing (i.e.,
relative order) of the operations is the factor that impacts the
activation. Thus, we classify this bug as an SEQ.

C. Bug Analysis Based on Network Metrics

To measure bug characteristics using network metrics, we
need to know the functions that are affected by each bug. The
affected functions are identified from the bug-fixing patch. For
Linux bug reports, the associated patches are usually provided
as attachments or Git commit IDs. In this paper, four representa-
tive complex network metrics, including two local metrics, i.e.,
the degree k and the clustering coefficient C, and two global
metrics, i.e., the betweenness CB and the closeness CC , are se-
lected. The degree of a node in a network is the number of edges
connected to it. The clustering coefficient measures the proba-
bility that a node’s neighbors are also neighbors of each other.
The betweenness is a shortest-path-based metric representing
the centrality of a node in the network, while the closeness is
another measure of centrality. In the following, we detail the
procedure for analyzing bug type characteristics based on these
network metrics. The network modeling of the Linux call graph
and the definitions of the selected network metrics are presented
in Appendix A.

The procedure for measuring the characteristics of a bug based
on the network metrics consists of three steps. To clarify these
steps, an example is given, as shown in Fig. 4.

1) Step 1: Extraction of Affected Functions. The purpose of
this step is to extract the affected functions from the bug-
fixing patch (in diff file format) associated with a bug. The
patch is first manually inspected to identify the changed
statements, and then, we determine which functions con-
tain those changed statements. The patch explicitly spec-
ifies the location of each changed statement in the source
files, such as the line number or function. Therefore, we
can easily determine the affected functions. These affected
functions are recorded in a table, which also contains the
ID of the bug and its bug type. For example, in Fig. 4, the
changed statements in the bug-fixing patch for bug “ID-1”
are in the functions func1 and func2. These functions are
recorded in the table of affected functions. Notably, a bug
will be discarded if the functions that are changed cannot
be identified from the bug-fixing patch, for example, if the
patch modifies only data structures.

2) Step 2: Acquisition of Network Metrics. Once the affected
functions have been extracted in step 1, a table of the
affected functions is obtained. We then output a table
consisting of the network metrics associated with all of
the functions from the corresponding Linux call graph
[23]. To obtain the network metrics associated with the
affected functions, a Python tool written by us is utilized
to automatically search for and record these network met-
rics by matching the function names between the two
tables. The network metrics considered in this paper in-
clude the degree k, the clustering coefficient C, the be-
tweenness CB , and the closeness CC of each affected
function. For example, the in-degree kin of func1 is 1,
whereas its out-degree kout is 2, as shown in Fig. 4.

3) Step 3: Representation of Bug Characteristics. After step
2, the network metrics of the functions affected by the
bug have been obtained. To represent the characteristics
of the bug, several operations (i.e., sum, average, maxi-
mum, and minimum) are applied for the integration of the
network metrics. For example, we can use the sum of the
out-degrees of the affected functions func1 and func2 as
a network metric for bug “ID-1,” as depicted in Fig. 4.
The details of the integration methods are elaborated in
Appendix A.C.

IV. PROPORTIONS AND EVOLUTION OF BUG TYPES

In this section, we present the analytical results for RQ1: What
are the proportions of the bug types, and how do they evolve over
versions or time? The analysis is conducted from four perspec-
tives, including the overall proportions and evolution of the bug
types as well as comparisons of the bug type proportions among
versions, products, and repair locations.

A. Overall Proportions and Evolution of the Bug Types

Finding #1: Among the 5741 bug reports, ac-
tual bugs account for 76.3%, and nonbugs account
for 23.7%. Of the nonbugs, approximately 75.2% of
nonbugs are compile-time issues, feature requests or doc-
umentation issues.
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Fig. 4. Procedure for analyzing bug characteristics based on network metrics. Step 1: Extraction of affected functions. Step 2: Acquisition of network metrics.
Step 3: Representation of bug characteristics.

TABLE VI
NUMBERS AND PERCENTAGES OF ACTUAL BUGS AND NONBUGS

Table VI illustrates the classification results for the collected
bugs. From the bug type classification results in Table VI, it
can be observed that actual bugs account for 76.3% of all col-
lected bugs, whereas the percentage of nonbugs is 23.7%. This
result was tested via the chi-square test, with a null hypoth-
esis of no significant difference between the numbers of re-
ports corresponding to each type. For a significance level of
α = 0.05, the test result is statistically significant (χ2 = 1583.4,
df = 1, p < 0.001). Therefore, we can reject the null hypoth-
esis. It should be noted that in this paper, as described in
Section III-B, reports related to requests for features or enhance-
ments, compile-time issues, documentation issues, duplicates,
or operator error are regarded as nonbugs. Bug report triage is
an important task with the purpose of determining whether a

TABLE VII
NUMBERS AND PERCENTAGES OF NONBUGS SUBTYPES

report is meaningful [28]. It can be observed from Table VII
that approximately 75.2% of the nonbugs are compile-time is-
sues, feature requests, or documentation issues. The results pre-
sented in Table VII were tested via the chi-square test, with a
null hypothesis of no significant difference in the numbers of
reports corresponding to each nonbug subtype. For a signifi-
cance level of α = 0.05, the test result is statistically significant
(χ2 = 257.9, df = 3, p < 0.001); thus, the null hypothesis can
be rejected. Although these reports could represent unfriendly
experiences for users, either there is no urgent need to organize
them for integration into the Linux development process, or they
can usually be resolved easily (e.g., compile-time issues and
documentation issues). However, ensuring that bug report data
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TABLE VIII
NUMBERS AND PERCENTAGES OF ACTUAL BUG TYPES

are of high quality can not only reduce the burden on bug tracking
system maintainers, but also benefit research on measurements
and predictions based on the data. This finding indicates that the
quality of the bug data has the potential to be improved.

Implications: To improve the quality of Linux bug reports,
it is suggested that on the reporting page, there could be a cus-
tom drop-down field specifying the types of reported problems,
for example, “Bug,” “Feature Request,” “Documentation Is-
sue,” and “Compile-time Issue.” Alternatively, the bug writing
guidelines could suggest that reporters prefix the summary of
each report with the corresponding text “Bug:,” “Feature Re-
quest:,” “Compile-time Issue:,” or “Documentation Issue:.” In
addition, since approximately 40% of nonbugs are compile-time
issues, developers should compile their source code before re-
leasing a new version.

Finding #2: Among the 4378 actual bugs, the proportions of
BOHs and MANs are 55.8% and 36.4%, respectively.

The total numbers and percentages of each bug type, i.e.,
BOHs, NAMs, ARBs, and UNKs, are presented in Table VIII.
The total number of classified bugs, including BOHs, NAMs,
and ARBs, is 4035, which accounts for 92.2% of all actual
bugs. The results presented in Table VIII were tested via the
chi-square test, with a null hypothesis of no significant differ-
ence in the numbers of reports corresponding to each bug type.
For a significance level ofα = 0.05, the test result is statistically
significant (χ2 = 2980.4, df = 3, p < 0.001), which indicates
that there is a significant difference in the numbers of bugs of
the different types as reported in Table VIII. More than half of
the actual bugs in Linux are BOHs, as shown in Table VIII. This
result indicates that BOHs account for a large proportion of the
bugs in Linux. BOHs still pose a serious problem. This find-
ing confirms similar results from previous studies, which have
found remarkably large numbers (proportions) of BOHs in other
software systems (e.g., MySQL: 56.6%, HTTPD: 81.1%, AXIS:
92.5%, and Android: 65.2%) [8], [29] and even in mature crit-
ical systems (e.g., JPL/NASA space mission systems: 61.4%)
[30]. Although BOHs are easy to reproduce and to debug when
detected, they are still difficult to detect in large and complex
software systems, e.g., the Linux kernel. This situation may be
attributed to the inefficacy of testing activities.

Moreover, MANs, including NAMs and ARBs, account for
36.4% of the actual bugs. Obviously, they constitute a nonneg-
ligible portion of Linux bugs. Compared with those in other
software systems, the proportion of MANs in Linux is close
to those in MySQL (38% [8]), space mission onboard software
(36.5% [30]), and the Android OS (31.4% [29]). Since the fault

TABLE IX
NUMBERS AND PERCENTAGES OF NAM SUBTYPES

triggering conditions of MANs are more complex than those of
BOHs, specific testing methods and fault tolerance techniques
should be developed to handle them.

Implications: To mitigate BOHs, we suggest conducting
sufficient testing before release using, for example, the Linux
Test Project [31]. To mitigate the nonnegligible proportion of
MANs, we suggest developing specific testing methods, such
as combinatorial testing [32], and cost-effective fault tolerance
techniques, such as environment diversity [33].

Finding #3: NAMs account for 87.1% of MANs. The major
subtypes of NAMs are TIM (37.3%), ENV (36.5%), and LAG
(19.1%).

Table VIII shows that NAMs and ARBs account for 31.7% and
4.7%, respectively, of the 4378 actual bugs. We further explore
the proportions of subtypes of NAMs and ARBs, the two subcat-
egories of MANs. Table IX shows the numbers and percentages
of NAM subtypes. These results were tested via the chi-square
test, with a null hypothesis of no significant difference in the
numbers of reports corresponding to each NAM subtype. For a
significance level of α = 0.05, the test result is statistically sig-
nificant (χ2 = 780.4, df = 4, p < 0.001), meaning that the null
hypothesis can be rejected. It can be observed from Table IX that
TIMs (37.2%), ENVs (36.5%), and LAGs (19.1%) constitute the
most prevalent subtypes of NAMs. These results are consistent
with those of a previous study [8]. It is reasonable for TIMs and
ENVs to exist in high proportions due to the characteristics of
an OS. The Linux OS inherently must handle concurrent ac-
tivities, access shared resources, and manage hardware, which
will inevitably lead to timing-related problems, such as dead-
lock (example: “ID-26232: Multiple framebuffer oops and sysfs
attribute deadlock”) and race conditions (example: “ID-77251:
fanotify: race condition in case of error in fanotify_read”), as
well as environmental interaction problems, such as “ID-9111:
kernel oops when unplugging usb mouse.” For the LAG subtype,
the root causes are usually data corruption problems or incorrect
state changes. When data are corrupted or a state value is incor-
rect, failures will manifest once these errors propagate through
the system. In Linux, the most common faults of the LAG sub-
type are null pointer dereference problems, such as “ID-10048:
ipv4/fib_hash.c: fix NULL dereference.”

Implications: Since TIMs, ENVs, and LAGs constitute the
major subtypes of NAMs, approaches to debugging, testing, or
fault tolerance for mitigating the impact of NAMs in Linux should
focus on such bugs. More specifically, to handle TIMs, it is sug-
gested that more attention should be paid to thread conflicts and
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TABLE X
NUMBERS AND PERCENTAGES OF ARB SUBTYPES

locking mechanisms in Linux. To test for ENVs, the focus should
be placed on the Linux hardware interfaces, whereas for LAGs,
the values of data variables and state variables, especially those
that are passed in modules or subsystems, should be carefully
examined.

Finding #4: ARBs account for 12.9% of MANs. The major
subtype of ARBs is MEM (68.8%).

The numbers and percentages of the ARB subtypes are pre-
sented in Table X. These results were tested via the chi-square
test, with a null hypothesis of no significant difference in the
numbers of bug reports corresponding to each ARB subtype.
For a significance level of α = 0.05, the test result is statis-
tically significant (χ2 = 406.6, df = 5, p < 0.001). Thus, we
can conclude that there is a significant difference in the counts
shown in Table X. The MEM subtype accounts for more than
two-thirds (68.8%) of the ARBs. This result is close to those
for other software systems [8], [29], [30]. Linux is written in
the C language, in which memory management is handled by
the developers. This makes it more prone to software aging. In
addition, leaks are associated with storage, numerical problems,
and other logical resources.

Implications: We suggest that developers should pay spe-
cial attention to resource release in Linux. Since MEMs consti-
tute the major subtype of ARBs, dynamic memory bug detection
tools such as kmemleak (the Linux kernel memory leak detector)
[34] and static code analysis tools such as Cppcheck [35] are
suitable for debugging kernel memory leaks to address memory-
related ARBs.

In the following, we present the results of analyzing the evo-
lution of the bug type proportions. The evolutionary analysis is
conducted from two perspectives: evolution over versions and
evolution over time. As described in Section II-B, all recorded
versions were integrated into major versions. We calculated the
statistics of the classified bugs corresponding to these integrated
versions. To ensure the validity of the analysis results, a continu-
ous series of adjacent versions (i.e., 2.6.15 to 3.0) with more than
50 bugs were chosen to analyze the evolution of the bug type
proportions over versions. In addition, the evolution of the bug
type proportions over time was calculated. Since the life cycles
of two major versions could overlap (for example, the version
3.7 series was maintained from December 2012 to March 2013,
whereas the version 3.8 series was maintained from February
2013 to May 2013), all versions were considered in the tempo-
ral analysis. The results of the evolutionary analysis are depicted

Fig. 5. Evolution of bug type proportions among classified bug reports.
(a) Evolution over versions. Note that SN represents a sequential number that is
assigned to each version according to its release date; e.g., the sequence number
of version 2.6.15 is 1, and that of version 3.0 is 26. This notation will be used
throughout the remainder of the paper. (b) Evolution over time.

TABLE XI
MANN–KENDALL TREND TEST RESULTS FOR FIG. 5

in Fig. 5. It is noted that a data point in Fig. 5(a) represents a
proportion relative to the number of bugs in a specific version,
whereas a data point in Fig. 5(b) represents a proportion relative
to the cumulative number of bugs up to that time.

Finding #5: The proportion of BOHs tends to grow slowly
both with the evolution of versions and with time, whereas the
proportion of NAMs tends to decrease slowly. The proportion of
ARBs tends to decrease slightly over time. The proportions of all
three types stabilize around constant values after approximately
4000 days.

It is apparent in Fig. 5 that the proportion of BOHs tends to
increase slowly with the evolution of versions and with time.
In contrast, the proportion of NAMs tends to decrease. In addi-
tion, the proportion of ARBs tends to decrease slightly and to
become more stable over versions and time than the proportions
of BOHs and NAMs do. Moreover, as shown in Fig. 5(b), the
proportions of all three types stabilize around constant values
after approximately 4000 days. The evolutionary trends seen in
Fig. 5 were tested by means of the Mann–Kendall trend test [36],
[37]. The results of the Mann–Kendall trend test in this paper
were calculated based on R [38]. As shown in Table XI, the
test results indicate that for a significance level of α = 0.05, the
evolutionary trends of the proportions of BOHs and NAMs over
both versions and time are statistically significant, whereas the
trend of the evolution of the proportion of ARBs over versions
is not statistically significant. The evolutionary trends of BOHs
and NAMs can be explained as follows.

Approximately every two or three months, a major version
of Linux is released. For example, version 4.1 was released on
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Fig. 6. Cumulative number of bugs of each bug type.

June 22, 2015, whereas version 4.2 was released on August 30,
2015. As Linux evolves, its complexity continuously grows, as
reflected by the increasing number of lines of code [16] and
the increasing number of functions [23]. Meanwhile, a massive
number of features are introduced, which might lead to more
BOHs in newly released versions. Although code changes can
also introduce NAMs, the proportion of NAMs slowly decreases
due to the faster rate of increase of the cumulative number of
BOHs compared with that of NAMs, as shown in Fig. 6. More-
over, the results related to Finding #5 are further explained and
verified by the subsequent detailed analyses of the bug types
in relation to products (i.e., Section IV-C) and regression status
(i.e., Sections V-A and V-B).

Implications: Because of the frequent-release nature of
the Linux development paradigm, it is suggested that de-
velopers should pay greater attention to bugs introduced in
new features and should conduct continuous functional testing
activities.

B. Comparison of Bug Types Among Versions

In this section, four versions, i.e., 2.6.0, 2.6.24, 2.6.27, and
2.6.32, are selected to explore the evolution of the bug type pro-
portions over the lifetime of a version and to compare this bug
type evolution among versions. These four versions are those
with the most bug reports, and two of them are long-term sup-
ported versions (i.e., 2.6.27 and 2.6.32). The results for these
versions are presented in Fig. 7, in which the evolution of the
MAN proportion and the evolution of the cumulative number of
bugs are shown. Note that a data point on the thick line represents
the proportion of MANs relative to the cumulative number of
bugs up to that time, while a data point on the thin line represents
the cumulative number of bugs up to that time.

Finding #6: The proportion of MANs and its evolutionary
trend are different among versions. For all selected versions,
the proportions tend to stabilize around constant values over
time since eventually, few new bugs will be reported.

It can be observed from Fig. 7(a) that the proportion of
MANs was higher than that of BOHs in version 2.6.0, the first
major version of the 2.6 series. The higher proportion of MANs
in version 2.6.0 might be attributable to the implementation of
a new CPU scheduler. In versions before 2.6.0, Linux used a
single run queue that relied on a linked list of threads to manage
all runnable tasks. However, to ensure better scalability on SMP
systems, with version 2.6.0, Linux began to utilize a per-CPU

Fig. 7. Evolution of the MAN proportion and the cumulative number of bugs
for four selected versions: (a) 2.6.0, (b) 2.6.24, (c) 2.6.27, and (d) 2.6.32.

lock rather than the single run-queue lock for task management.
Therefore, the kernel is preemptive beginning with version
2.6.0, since it can respond immediately to interactive processes
[39]. Since the developers needed time to adapt to the new
scheduler, this feature might have led to more NAMs, especially
timing-related bugs, such as race conditions and deadlocks.

In addition, Fig. 7(c) shows that the proportion of MANs
tended to increase in version 2.6.27. The trend was tested via the
Mann–Kendall trend test. For a significance level of α = 0.05,
the test result is statistically significant (Z = 16.9, p < 0.001),
indicating an increasing trend. This result may be because
version 2.6.27 was one of the long-term supported versions.
These are special versions that are supported by the developers
over a very long period. During maintenance, a long-term sup-
ported version may become more stable. Thus, the proportion
of difficult-to-fix bugs (i.e., MANs) will increase, whereas the
proportion of easily isolated and reproduced bugs (i.e., BOHs)
will decrease. Moreover, the proportion of MANs in these ver-
sions tends to stabilize over time because fewer new bugs are
reported. This phenomenon may be due to one of the following
two reasons. Fewer bugs may exist in these versions, or a similar
number of bugs may still exist, but fewer users/developers may
use/maintain these versions, resulting in fewer bug reports.

Implications: The different proportions of MANs in differ-
ent versions might be due to the different major new features
included in those versions. Compared with the other three ver-
sions, Linux 2.6.0 introduced a significant breakthrough (i.e., the
new scheduler mechanism [39]), and it also possessed the high-
est proportion of MANs. Thus, developers can expect more/fewer
MANs depending on whether the next release will include major
new features.

C. Comparison of Bug Types Among Products

Linux consists of several functional products, such as drivers,
file systems, and memory management. We analyze the propor-
tions of bug types and their temporal evolution among products
to understand the impact of different products on bug types.
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Fig. 8. Numbers and evolution of classified bugs among products. (a) Numbers
of bugs. (b) Evolution of bugs with time. Core includes three products: Memory
Management, Process Management and Timers.

In the Linux kernel Bugzilla, the first step of reporting a bug
is to select the product (e.g., Drivers, File System, Memory
Management, or Process Management) to which the bug is re-
lated. The statistics of the bug type proportions as calculated
for different products and the evolutionary trends in the num-
ber of bugs are depicted in Fig. 8. The products presented here
are those that possess the highest numbers of bugs. The num-
bers of BOHs, NAMs, and ARBs in these products, respec-
tively, account for 89.3%, 87.4%, and 88.8% of the total num-
bers of BOHs, NAMs, and ARBs. The differences in the bug
counts in the products shown in Fig. 8 were tested via the chi-
square test, with a null hypothesis of no significant difference
in the numbers of bug reports for each product. For a signifi-
cance level of α = 0.05, the test result is statistically significant
(χ2 = 2233.6, df = 6, p < 0.001). Thus, the null hypothesis
can be rejected.

Finding #7: Driver bugs, i.e., bugs related to the products
Drivers and ACPI, account for 51.6% of all classified bugs. In
addition, the growth rates of the numbers of bugs related to
the products Drivers and ACPI are faster than those of other
products.

From Fig. 8(a), we find that the numbers of bugs in the prod-
ucts Drivers (1456) and ACPI (625) together account for 51.6%
of all classified bugs (4035). Finding #7 confirms a result simi-
lar to that from a previous study [9], in which driver bugs were
found to account for 52.9% of all bugs from a small data set sam-
pled from the same kernel Bugzilla. In addition, the growth rates
of the numbers of bugs related to these two products are faster
than those for other products, as can be observed in Fig. 8(b).
Linux supports a massive number of devices. For example, more
than 100 types of devices are supported in version 4.1, and the
number of functions in their source codes accounts for approx-
imately 50% of the total number of functions [23]. Notably, the
name of the product ACPI is short for advanced configuration
and power interface, which indicates that this product is closely
related to hardware devices. Since Linux supports a great diver-
sity of devices, it is difficult to conduct compatibility testing for
all of the device drivers.

Implications: Since more than half of the classified bugs
are related to Drivers, it is suggested that during Linux testing,
developers should pay more attention to device drivers.

TABLE XII
CORRELATIONS BETWEEN BUG TYPES AND PRODUCTS

Note: The values in parentheses are the standardized Pearson
residuals for the independence testing, and those in bold are those
that exceed a value of 2.

As shown in Fig. 8(a), the bug type proportions differ among
different products. We utilized the chi-square test to determine
whether there is an association between bug type and product,
with the null hypothesis that bug type is not associated with the
product. For a significance level of α = 0.05, the test result is
statistically significant (χ2 = 83.9, df = 12, p < 0.001). There-
fore, we can reject the null hypothesis and conclude that there
is a significant association between bug type and product.

To further test the independence of each bug type and each
product, we calculated the standardized Pearson residual, which
is the residual divided by its standard error [40], with the results
shown in Table XII. Note that since the standardized Pearson
residuals follow a standard normal distribution (with mean 0
and standard deviation 1), a standardized Pearson residual is
significant if its absolute value is greater than 2 [40]. When
a standardized Pearson residual is significant, a positive value
indicates that the observed frequency is significantly greater
than would be expected by chance. For example, as shown in
Table XII, the standardized Pearson residual value for the prod-
uct Drivers and the bug type BOH is 2.1, indicating that bugs
related to product Drivers are more likely to be BOHs. By con-
trast, a negative value implies that the observed frequency is
significantly less than would be expected by chance. For exam-
ple, as depicted in Table XII, the standardized Pearson residual
value for the product Drivers and the bug type ARB is −3.0,
indicating that bugs related to product Drivers are less likely to
be ARBs.

Finding #8: A bug related to the product Drivers, ACPI or
Platform is more likely to be a BOH; a bug in the product File
System or Core (i.e., Memory Management, Process Manage-
ment or Timers) is more prone to be an NAM or ARB; and an
IO/Storage bug is more likely to be an ARB.

In the following, we focus on the positive standardized Pear-
son residual values. As presented in Table XII, the standard-
ized Pearson residual values for the products Drivers, ACPI,
and Platform and the bug type BOH are greater than 2, whereas
the standardized Pearson residual values for the products File
System and Core and the bug types NAM and ARB are greater
than 2. In addition, the standardized Pearson residual value for
the product IO/Storage and the bug type ARB is greater than 2.
The different bug type manifestations among products might be
attributable to inherent differences in the products. With respect
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to the products Drivers, ACPI, and Platform Specific/Hardware,
although these products serve as bridges between an OS and de-
vices, failures in these products will be observed by users as
more direct manifestations. In addition, Linux drivers have a
higher proportion of BOHs might be because of the reason that
more than 60% of driver bugs belong to the categories of de-
vice protocol violations (38%) and generic programming bugs
(23%), whereas the rest of driver bugs are related to OS proto-
col violations (20%) and concurrency bugs (19%) [41]. When
the driver runs in a manner that violates the required hardware
protocol, device protocol violations occur and often result in
the hardware failing to provide its required service. It is found
that most of device protocol violations and generic program-
ming bugs usually consistently manifest at the user side, i.e.,
devices will function incorrectly every time. For example, de-
vice protocol violations (“ID-1285: radeonfb do not correctly
detect LCD” and “ID-13377: Microphone no longer works on
Toshiba Satellite A100”) and generic programming bugs (“ID-
323: double logical operator drivers/net/fc/iph5526.c” and “ID-
39842: savagefb.h CARD SERIES definition typo”). Note that
the consistent failure manifestations at the user side do not indi-
cate that these bugs can be easy to detect during testing, as it is
often impractical and not cost-effective to test the driver with all
supported hardware. Therefore, bugs occurring in these prod-
ucts are more likely to be BOHs. By contrast, the products File
System, IO/Storage, and Core (i.e., Memory Management, Pro-
cess Management and Timers) are considered to be basic, core
functions of the OS, which means that the interactions among
these products tend to be more complex and tightly coupled [22].
Accordingly, bugs related to these products are more likely to
be NAMs or ARBs.

Implications: We suggest that different testing strategies
should be selected for testing different products. For example,
more functional testing and compatibility testing should be per-
formed when testing the product Drivers, whereas combinatorial
testing [32] might be useful for testing products such as File Sys-
tem, IO/Storage, and Core, since bugs related to these products
are more prone to be NAMs or ARBs.

Moreover, the evolution of the bug type proportions among
the selected products is explored, as shown in Fig. 9. A data
point in Fig. 9 represents a proportion relative to the cumulative
number of bugs up to that time. The trends in Fig. 9 were exam-
ined by means of the Mann–Kendall trend test, with the results
shown in Table XIII. For a significance level of α = 0.05, the
proportions of BOHs in all products exhibit statistically signif-
icant increasing trends, while the proportions of NAMs exhibit
statistically significant decreasing trends in all products except
File System (increasing) and IO/Storage (no trend). For ARBs,
the proportions exhibit statistically significant decreasing trends
in all products except Drivers (increasing).

Finding #9: The evolutionary trends of the bug type pro-
portions differ among products. For example, the proportion of
NAMs related to the product File System tends to grow slightly
with time, whereas the proportions of BOHs in all products
tend to increase slowly. For ARBs, the proportions are prone
to stabilize around a constant value after approximately 3000
days.

Fig. 9. Evolution of bug type proportions in selected products, including
(a) Drivers, (b) ACPI, (c) File System, (d) IO/Storage, (e) Platform, (f) Net-
working, and (g) Core (i.e., Memory Management, Process Management, and
Timers).

TABLE XIII
MANN–KENDALL TREND TEST RESULTS FOR FIG. 9

Implications: Refer to the implications for Findings #5 and
#8.

The findings presented in this section, i.e., Findings #7, #8,
and #9, illustrate that driver bugs, which are more likely to be
BOHs, account for the largest proportion of bugs in Linux. In
addition, the proportion of BOHs tends to increase over time
in all products. These results indicate that more BOHs will be
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TABLE XIV
NUMBERS AND PERCENTAGES OF CLASSIFIED BUGS THAT HAVE PATCHES IN

THEIR REPORTS

newly introduced over time, thus providing further evidence for
Finding #5.

D. Comparison of Bug Types Among Repair Locations

The products mentioned in bug reports are closely related
to the directories of the Linux kernel source code. For exam-
ple, the source code for the product Drivers is mainly located
in the drivers directory. However, there could be discrepancies
between the products recorded in reports and the actual root
causes in the source code, since the reporters might misjudge
which products have problems. In the following, we report the
calculated statistics for the classified bugs that have patches.
Furthermore, we examine the patches for the classified bugs
to determine the corresponding repair locations. For example,
the code fix for “ID-18962: screen failes in kde” is located
in “drivers/gpu/drm/i915/i915_gem.c,” which can be obtained
from the patch. Thus, the repair location for this bug is in the
drivers directory. When code fixes are related to several direc-
tories, the directory with major changes is considered the repair
location.

Finding #10: The repair locations for most bugs are related
to the drivers directory.

Finding #11: A bug whose repair location is related to the
drivers directory is more likely to be a BOH, whereas a bug
whose repair location is related to the fs directory is more likely
to be an NAM or ARB. A bug whose repair location is related to
the core directory (i.e., kernel, mm, or include) is more likely to
be an ARB, while a bug whose patch location is related to the
net directory is more likely to be an NAM.

The statistical results for the classified bugs that have patches
associated with their reports are depicted in Table XIV. More
than two-thirds of the classified bugs have patches. It should be
noted that the lack of a patch for a bug does not necessarily indi-
cate that said bug has not been fixed; rather, it indicates only that
the patch is not provided in the report. Furthermore, we investi-
gate the proportions of the bug types among five repair locations,
i.e., drivers, arch, fs, core (kernel, mm, and include), and net, as
shown in Fig. 10. The numbers of BOHs, NAMs, and ARBs in
these repair locations, respectively, account for 95.5%, 95.6%,
and 96.2% of all BOHs, NAMs, and ARBs in all repair loca-
tions. The difference in the numbers of reports for each repair
location in Fig. 10 was examined via the chi-square test, with
a null hypothesis of no significant difference in the numbers of
bug reports for each repair location. For a significance level of
α = 0.05, the test result is statistically significant (χ2 = 3204.0,
df = 4, p < 0.001), which implies that the null hypothesis can
be rejected. Fig. 10 shows that the drivers directory accounts

Fig. 10. Numbers of bugs based on their repair locations. The location core
includes three directories, i.e., kernel, mm, and include.

TABLE XV
CORRELATIONS BETWEEN BUG TYPES AND REPAIR LOCATIONS

Note: The values in parentheses are the standardized Pearson
residuals for the independence testing, and those in bold are
those that exceed a value of 2.

for the most repair locations, since most bugs are related to the
product Drivers.

Moreover, the chi-square test was used to determine whether
there is an association between bug type and repair location, with
the null hypothesis that bug type is not associated with a repair
location. For a significance level of α = 0.05, the test result is
statistically significant (χ2 = 47.0, df = 8, p < 0.001). Thus,
the null hypothesis can be rejected, and there is a significant as-
sociation between bug type and repair location. To explicitly test
the independence of each bug type and each repair location, the
standardized Pearson residuals were calculated, and the results
are presented in Table XV. The standardized Pearson residual
value for the directory drivers and the bug type BOH is greater
than 2, and the standardized Pearson residual values for the di-
rectory fs and the bug types NAM and ARB are also greater than
2. In addition, the standardized Pearson residual values for the
directory net and the bug type NAM and for the directory core
and the bug type ARB are greater than 2.

Furthermore, we compare the bug densities among repair lo-
cations in version 2.6.0, which has the largest number of bugs.
Table XVI shows the estimated bug density for each repair lo-
cation. Note that the bug density in Table XVI is calculated as
the ratio of the number of bugs in a given version to the code
size (lines of code, calculated with cloc2). Compared to previ-
ous studies (e.g., mean bug density of open source projects: 4.66
bugs/kLoC [42] and Linux: 0.34 bugs/kLoC [8]), the much lower

2cloc (Count Lines of Code) v1.76: [Online]. Available: https://github.
com/AlDanial/cloc.

https://github.com/AlDanial/cloc
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TABLE XVI
ESTIMATED BUG DENSITY FOR EACH REPAIR LOCATION IN VERSION 2.6.0

Note: The maximum value in each column is shown in bold.

TABLE XVII
NUMBERS AND PERCENTAGES OF REGRESSION AND NONREGRESSION BUGS

bug density in Table XVI is because of the reason that the source
of bugs only includes the classified bugs, but excludes reports
that are still open and UNK. Therefore, the bug density in the
table is not the real bug density, as it only represents the selected
bugs found in a specific time window. Accordingly, Table XVI is
used to compare the relative differences in the bug densities for
different repair locations. It can be observed from the table that
the drivers directory has not only the largest number of bugs,
but also the highest bug density, although its code size is quite
large. This observation confirms a similar result from a previous
study [4], in which Linux drivers have been shown to have the
highest bug density. Finding #11 provides further evidence of
the correlation between bug type and product.

Implications: Refer to the implications for Findings #7
and #8.

V. CHARACTERISTICS OF REGRESSION BUGS

In this section, we present the results for RQ2: What is the
proportion of regression bugs in Linux, and how does it evolve
over versions or time? The analytical results for the proportion of
regression bugs and their bug types are presented first, followed
by the evolutionary analysis. Finally, the causes of regression
bugs are examined.

A. Proportion of Regression Bugs

As described in Section III-A, a bug that can cause a nor-
mal feature that worked in previous versions to misbehave or
fail completely in more recent versions is classified as a regres-
sion bug. In this section, we first present the calculated statistics
for the numbers of regression bugs and nonregression bugs, as
depicted in Table XVII. The difference in the numbers of re-
gression bugs and nonregression bugs in Table XVII was tested
via the chi-square test, with a null hypothesis of no significant
difference in the numbers of bug reports in each category. For
a significance level of α = 0.05, the test result (χ2 = 0.006,
df = 1, p = 0.94) shows that the null hypothesis cannot be
rejected. It is apparent from Table XVII that approximately

Fig. 11. Comparison of bug types between regression and nonregression bugs.

TABLE XVIII
CORRELATIONS BETWEEN BUG TYPES AND REGRESSION STATUSES

Note: The values in parentheses are the standardized Pearson residuals for
the independence testing, and those in bold are those that exceed a value
of 2.

half of the classified bugs in Linux are regression bugs, i.e.,
problems with existing normal features being broken. In com-
parison with other software systems, it is found that the pro-
portion of regression bugs in Linux is close to that in Google
Chromium (51.1% [43]).

Finding #12: Regression bugs account for approximately half
of the classified bugs.

Finding #13: The proportion of BOHs among regression bugs
is higher than that among nonregression bugs. Accordingly, a
regression bug is more prone to be a BOH, whereas a nonre-
gression bug is more likely to be an NAM or ARB.

A comparison of the bug type proportions between regression
and nonregression bugs is shown in Fig. 11. The proportion of
BOHs among regression bugs is higher than that among nonre-
gression bugs. In contrast, more MANs are observed among
nonregression bugs. We used the chi-square test to analyze
whether there is an association between bug type and regression
status, with the null hypothesis that the bug type is not associated
with whether a bug is a regression bug. For a significance level of
α = 0.05, the test result is statistically significant (χ2 = 66.5,
df = 2, p < 0.001). This result implies that the null hypoth-
esis can be rejected and that there is a significant association
between bug type and regression status. To further test the inde-
pendence of each bug type and regression status, we calculated
the standardized Pearson residuals, as shown in Table XVIII. The
standardized Pearson residual value for regression bugs and the
BOH type is greater than 2, and the standardized Pearson resid-
ual values for nonregression bugs and the NAM and ARB types
are also greater than 2. These results indicate that regression
bugs are more likely to be BOHs than MANs. Regression bugs
are annoying to Linux OS users because when they encounter
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Fig. 12. Evolution of the proportions of regression bugs among the classified
bug reports. (a) Evolution over versions. (b) Evolution over time.

Fig. 13. Cumulative numbers of regression and nonregression bugs.

severe regression bugs, users may be unwilling to upgrade their
OSs, although new versions might offer more features or security
enhancements. As a result, users may continue to use older OS
versions, making their systems more prone to security problems.

Implications: We suggest that developers implement more re-
gression testing before releasing a new version to reduce the
occurrence of existing normal features being broken, since half
of the bugs are of the regression type. When dealing with non-
regression bugs, specific testing methods such as combinatorial
testing [32] will be more effective, since a nonregression bug is
more likely to be an NAM or ARB.

B. Evolution of Regression Bugs

In this section, we explore the evolutionary trends of the pro-
portions of regression bugs. The evolutionary analysis is con-
ducted from two perspectives, namely, evolution over versions
and evolution over time, as shown in Fig. 12(a) and (b), respec-
tively. The cumulative numbers of regression and nonregression
bugs are shown in Fig. 13. Note that to ensure the validity of the
analysis results, a continuous series of adjacent versions (i.e.,
2.6.15 to 3.0) with more than 50 bugs was chosen to analyze the
evolution of the bug type proportions over versions. A data point
in Fig. 12(a) represents a proportion relative to the number of
bugs in a specific version, whereas a data point in Fig. 12(b) rep-
resents a proportion relative to the cumulative number of bugs
up to that time. The evolutionary trends in Fig. 12 were tested by
means of the Mann–Kendall trend test, with the results shown in
Table XIX. For a significance level of α = 0.05, the results are
statistically significant; i.e., the proportion of regression bugs
increases over versions and over time.

TABLE XIX
MANN–KENDALL TREND TEST RESULTS FOR FIG. 12

Finding #14: The proportion of regression bugs tends to in-
crease with the evolution of versions and with time. Moreover,
the proportion of regression bugs tends to stabilize around a con-
stant value of 50% of the total bugs after approximately 3500
days.

With the evolution of Linux, an increasing number of fea-
tures are introduced. For example, version 2.4 supports fewer
than 40, 15, 40, and 30 types of device drivers, platform ar-
chitectures, file systems, and network protocols, respectively.
By contrast, in version 4.1, these numbers are increased to
more than 110, 25, 60, and 50, respectively. During the evo-
lution of the OS, a massive number of code changes are im-
plemented in Linux due to the introduction of a significant
number of features. These changes inevitably lead to regres-
sion bugs. Bug-fixing activities are another cause of regression
bugs; examples include “ID-10679: pcspkr: fix dependancies
breaks artsd” and “ID-11440: ipv4: sysctl fixes causes cannot
open /proc/sys/net/ipv4/route/flush.” Therefore, the results re-
lated to Finding #14 are expected, and they indicate that more
BOHs will be newly introduced over time, since regression bugs
are more likely to be BOHs, according to Finding #13. This
provides further evidence supporting Findings #2 and #5.

Implications: Since the proportion of regression bugs in-
creases over versions and time and such bugs are more likely
to be BOHs in Linux, we suggest that developers be more care-
ful when implementing code changes, such as newly introduced
features or bug fixes, and that continuous regression testing
should be conducted before releasing a new feature or fixing a
bug [17].

C. Causes of Regression Bugs

In this section, the causes of regression bugs are analyzed
based on manual inspection of the descriptions and comments
in the reports. In regression bug reports, the reporters usually
state that the bugs are caused by changes from certain Git com-
mits. In addition, since the affected versions are often very close
to previous versions (e.g., a feature may work normally in ver-
sion 2.6.31.1 but fail in version 2.6.31.2), maintainers may ask
the reporters to run git bisect, a binary search, to find the first bad
commit (i.e., the first change leading to the bug). Two authors of
this paper independently inspected the causes of regression bugs
by examining the descriptions (for bug fixing or feature change)
of the bad commits, as provided in the reports. For example, the
description of bug ID-10679 states that the problem was caused
by “pcspkr: fix dependancies.” Thus, we consider the cause of
the bug to be a bug fix. Note that not all reports specify the bad
commit and that for some commits, it is difficult to determine
from their descriptions whether they are intended to fix bugs or
change features. Thus, the causes of such bugs were labeled as



1372 IEEE TRANSACTIONS ON RELIABILITY, VOL. 68, NO. 4, DECEMBER 2019

TABLE XX
NUMBERS AND PERCENTAGES OF CAUSES OF REGRESSION BUGS

TABLE XXI
EXAMPLES OF DEVELOPMENT ACTIVITIES RELATED TO FEATURE CHANGES

unknown. To ensure consistent results, cross-checks were per-
formed, and conflicting cases were resolved through discussion
to reach a consensus among the authors. Since Git has been used
to track changes to the Linux kernel since version 2.6.12 [44],
we investigated only the regression bugs for version numbers
starting from 2.6.12 to ensure the validity of the analytical re-
sults. As a result, 1907 regression bugs were selected, which
account for 94.4% of all regression bugs.

Finding #15: More than half of regression bugs are caused
by feature changes, including the activities of code cleanup and
simplification, code conversion and refactoring, and feature im-
provement and implementation.

The numbers and percentages of the causes of regression bugs
as identified via manual inspection are presented in Table XX.
These results were examined via the chi-square test, with a null
hypothesis of no significant difference in the numbers of re-
gression bugs with different causes. For a significance level of
α = 0.05, the test result is statistically significant (χ2 = 502.1,
df = 2, p < 0.001). Therefore, the null hypothesis can be re-
jected. We find that more than half of the regression bugs
are due to activities related to feature changes, as depicted in
Table XX. Moreover, we identified four kinds of development
activity examples related to features changes, as summarized in
Table XXI. With the evolution of Linux, it is often necessary to
update “ancient” code, i.e., to perform code optimization, such
as removing or implementing simplifications to obsolete code. If
these code optimization activities are not handled properly, they
will inevitably lead to regression bugs. In addition, the mainte-
nance of existing features and the introduction of new features
can introduce regression bugs.

Finding #16: Approximately one-third of regression bugs are
caused by bug fixes. In addition, it is found that regression bug
chains occur, since the fix for one regression bug can lead to
another regression bug.

Table XX shows that approximately one-third of regression
bugs are introduced by bug fixes. From inspection of these
regression bugs, an interesting phenomenon is observed: chains

Fig. 14. Two typical examples of regression bug chains initially caused by
(a) a feature change or (b) a bug fix.

of regression bugs occur, which means that the fix for one regres-
sion bug can be the cause of another regression bug. Two typical
regression bug chains are illustrated in Fig. 14. The first type of
regression bug chain is initially caused by a feature change, as
shown in Fig. 14(a). Regression bug “ID-55411” was caused
by “commit fcf8058: cpufreq: Simplify cpufreq_add_dev().”
To fix this bug, the developers provided “commit aa77a52:
cpufreq: acpi-cpufreq: Don’t set policy->related_cpus from
.init().” However, this commit (i.e., aa77a52) led to bug “ID-
58761.” Finally, the bug was fixed by “commit f4fd379:
acpi-cpufreq: Add new sysfs attribute freqdomain_cpus.”

By contrast, the second type of regression chain is initi-
ated by a bug fix, as depicted in Fig. 14(b). “commit fc61901:
agp/intel-agp: Clear entire GTT on startup” was introduced in
version 2.6.32.4 for bug-fixing purposes, but it caused the prob-
lem reported as bug “ID-15733.” Later, this bug was addressed
by “commit f1befe7: agp/intel: Restrict GTT mapping to valid
range on i915 and i945.” Unfortunately, since this fix was incor-
rect, it resulted in another regression bug, “ID-16294.” Subse-
quently, the fix (i.e., “commit e7b96f2: agp/intel: Use the correct
mask to detect i830 aperture size”) also induced a regression
bug, “ID-16891,” which was finally fixed by “commit e5e408f:
intel-gtt: fix gtt_total_entries detection.”

Implications: Since more than half of regression bugs are
caused by feature changes, care should be taken in conducting
activities such as code cleanup and simplification, code con-
version and refactoring, and feature improvement and imple-
mentation. In addition, with respect to regression bug chains,
further study will be required to determine whether they are
prevalent in Linux as well as their characteristics, since such
chains will inevitably increase the burden of software mainte-
nance. We suggest developing techniques for capturing the rela-
tionships between regression bugs and their causes and fixes,
such as representing these relationships as networks, which
could be further used to predict regression bugs. As a developer
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TABLE XXII
COMPARISON OF FIXING TIMES BETWEEN BOHS AND MANS

commented in a regression bug report, “I’d like to avoid a
regression fix for a regression fix for a regression fix.”

VI. RELATIONSHIP BETWEEN BUG TYPE AND FIXING TIME

In this section, we present the analytical results for RQ3: What
is the relationship between bug type and fixing time? This re-
search question has two aspects, i.e., the difference in fixing
time between BOHs and MANs and that between regression
and nonregression bugs.

According to the definitions of BOHs and MANs, the fault
triggering conditions of an MAN are more complicated than
those of a BOH. Therefore, it is expected that more time will be
required to fix an MAN. In the following, the time to fix a bug is
estimated as the difference between the reporting time and the
resolution time (i.e., the time when the resolution was marked
as CODE_FIX), since no fixing times are recorded in the bug
reports.

Finding #17: The average time needed to fix an MAN tends
to be longer than that needed to fix a BOH.

The average fixing times and their standard deviations for
BOHs and MANs are presented in Table XXII. The average
time taken to fix an MAN is 182.0 days, whereas fixing a BOH
takes an average of 148.7 days. We used the Wilcoxon–Mann–
Whitney test [45] to further verify these results, with the null
hypothesis that the fixing times for BOHs and MANs are sam-
pled from the same distribution. For a significance criterion of
α = 0.05, we obtained a p value of less than 0.001. This result
indicates that the null hypothesis can be rejected. Accordingly,
we conclude that the time taken to fix a MAN tends to be longer
than that taken to fix a BOH, which is consistent with previous
studies regarding HTTPD [8], AXIS [8], and Android [29].

The significantly different fixing times between BOHs and
MANs might be attributable to the different times required to
handle them during the bug management process. The manage-
ment process for a bug progresses through several states, includ-
ing unconfirmed, new, assigned, and resolved [6]. The majority
of the difference between the times taken to fix a BOH and
an MAN might be because of the different transition times be-
tween the assigned and resolved states. Due to the difference in
the complexity of the fault triggering conditions between BOHs
and MANs, developers usually require considerable time to ob-
tain sufficient information to detect the underlying root causes
in the code to resolve an MAN. In addition, the nondeterministic
nature of MANs could also result in more time taken to repro-
duce an MAN. Consequently, a longer time is required to fix an
MAN.

Implications: Due to the longer fixing time, specific testing
methods (e.g., combinatorial testing [32]) and cost-effective

TABLE XXIII
COMPARISON OF FIXING TIMES BETWEEN REGRESSION BUGS AND

NONREGRESSION BUGS

fault tolerance techniques (e.g., environment diversity [33])
would be helpful for handling MANs.

Finding #18: The average time required to fix a regression
bug tends to be shorter than that required to fix a nonregression
bug.

We also investigated the difference in fixing time between
regression and nonregression bugs, as shown in Table XXIII.
The average time taken to fix a regression bug (109.1 days) is
significantly shorter than that taken to fix a nonregression bug
(214.6 days). These results were again verified by means of the
Wilcoxon–Mann–Whitney test [45], with the null hypothesis
that the fixing times for regression and nonregression bugs are
sampled from the same distribution. For a significance criterion
ofα = 0.05, we obtained a p value of less than 0.001. This result
indicates that the null hypothesis can be rejected. Therefore, fix-
ing a regression bug tends to require less time than is required
to fix a nonregression bug. This result is reasonable since the
causes of regression bugs can usually be found quickly. For
most regression bugs, especially recent ones, reporters or devel-
opers can use git bisect to search for the first bad Git commit
changes that cause the regression bugs. In some circumstances,
a regression bug is solved simply by reverting the initial bad
changes.

Implications: Although the average time taken to fix a regres-
sion bug tends to be shorter than that taken to fix a nonregression
bug, more care should be taken in fixing regression bugs, since
inappropriate regression fixes can lead to more regression bugs,
according to Finding #16.

VII. BUG TYPE CHARACTERISTICS BASED ON NETWORK

METRICS

In this section, we study the characteristics of the bug types
based on software metrics and present the analytical results for
RQ4: Is there any software metric that can reflect the evolution
of the bug type proportions? and RQ5: Do the characteristics of
different bug types differ in terms of certain network metrics?

A. Correlations Between Bug Type Proportions and Network
Metrics

To demonstrate a software metric that can be utilized to re-
flect the evolution of the bug type proportions, we investigate the
relationships between the proportion of BOHs and complex net-
work metrics, including the clustering coefficient C, the degree
k, the betweenness CB , and the closeness CC . To ensure the
validity of the analytical results, we selected only the versions
with more than 50 bugs and calculated their network metrics for
the corresponding Linux call graph [23]. Fig. 15 depicts the rela-
tionships between the proportion of BOHs and the four metrics.
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Fig. 15. Relationships between the proportion of BOHs and network
metrics. (a) Clustering coefficient C, (b) degree k, (c) betweenness CB , and
(d) closeness CC .

TABLE XXIV
SPEARMAN’S CORRELATION COEFFICIENTS FOR THE PROPORTION OF BOHS

AGAINST THE NETWORK METRICS

In addition, to further analyze these relationships, the Spear-
man correlation analysis was applied, with the results shown in
Table XXIV. Since the MAN type is the complementary
antonym of the BOH type, we only present the analysis results
of the BOH type in Fig. 15 and Table XXIV, and the correlations
for the MAN type have opposite relationships comparing with
that of the BOH type.

Finding #19: With the evolution of the clustering coefficient,
a Linux version tends to possess a higher proportion of BOHs
when its call graph has a smaller clustering coefficient.

As shown in Table XXIV, for a significance level ofα = 0.05,
all Spearman correlations are statistically significant. The sam-
ple size here 32. According to the rule of thumb for interpreting
the size of a correlation coefficient [46], there is a strong corre-
lation (i.e., 0.7 ≤ |ρ| < 0.9) between the proportion of BOHs
and the clustering coefficient C, while the relationships be-
tween the proportion of BOHs and the other network metrics
have moderate (i.e., 0.5 ≤ |ρ| < 0.7) or low correlations (i.e.,
0.3 ≤ |ρ| < 0.5). Therefore, we are only interpreting the rela-
tionship between the proportion of BOHs and C. As described
in Appendix A.B, the C is utilized to evaluate the tendency of
a network to form tightly connected neighborhoods. According
to the results for the evolution of the Linux call graph [23], C
decreases with the evolution of versions. Therefore, the strong
negative correlation between the proportion of BOHs and C in-
dicates that with the evolution of C, the proportion of BOHs
tends to increase. In contrast, because of its strong positive

correlation with C, the proportion of MANs tends to decrease.
This phenomenon might be attributable to the fact that a large C
indicates tight local connections among functions, which could
lead to more interactions among internal functions. As a result,
more complex bug manifestations (i.e., MANs) could occur. By
contrast, a small C indicates loose local connections among
functions, which could result in less complex bug manifesta-
tions (i.e., BOHs).

Implications: The clustering coefficient can be utilized as an
indicator of the expected bug type proportions in future Linux
versions. More specifically, for a future release, we can calcu-
late the clustering coefficient of its call graph to qualitatively
measure its bug type proportions.

B. Analysis of Bug Type Characteristics Based on Network
Metrics

In this section, we further analyze the characteristics of the
bug types based on network metrics. The functions affected by
each bug were extracted from its associated bug-fixing patch. As
reported in Section IV-D, there are patches associated with 2821
of the classified bugs. After performing the analysis procedure
described in Section III-C, to ensure the validity of the results,
we identified 1359 bugs whose affected functions could be de-
termined and extracted from their patches, spanning 18 versions,
with each version containing at least 50 bugs. In the following,
we explore the differences in the bug type characteristics based
on four network metrics, including the degree k, the clustering
coefficient C, the betweenness CB , and the closeness CC . We
calculated the average network metric values corresponding to
the bug types for each version based on the four integration meth-
ods introduced in Appendix A.C (i.e., versionsumnm , versionavenm ,
versionmax

nm , and versionmin
nm ). The detailed values of the net-

work metrics corresponding to the bug types for each version
are provided in Appendix B. With the null hypothesis that the
network metrics for BOHs and MANs are sampled from the
same distribution and for a significance criterion of α = 0.05,
the results were tested using the Wilcoxon–Mann–Whitney test
[45]. Comparisons of the bug type characteristics based on the
network metrics are presented in Table XXV.

Finding #20: The characteristics of BOHs and MANs are sig-
nificantly different in terms of the network metric of degree. The
sum of the degrees (kout, kin, and k) and the average and max-
imum degrees (kout and k) for a MAN are significantly larger
than those for a BOH.

Finding #21: The characteristics of BOHs and MANs are
not significantly different in terms of the network metrics of the
clustering coefficient and betweenness.

Finding #22: The characteristics of BOHs and MANs are
significantly different in terms of the network metric of closeness.
The average or minimum closeness for a BOH is significantly
larger than that for a MAN.

It is apparent from Table XXV that the sums of kout, kin, and
k for an MAN are significantly larger than those for a BOH. This
phenomenon indicates that the functions affected by a MAN tend
to be implemented with more function calls and to be called by
more other functions. Additionally, a comparison of kout and
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TABLE XXV
COMPARISONS OF BUG TYPE CHARACTERISTICS BASED ON NETWORK

METRICS

kin shows that the differences in the characteristics of BOHs
and MANs seem to be more strongly reflected by kout. The
average and maximum kout values of the functions affected by
a MAN are significantly larger than those for a BOH, which
indicates that the functions affected by an MAN tend to be more
complex on average than those affected by a BOH and that the
affected function with the most function call implementations
also tends to be more complex for an MAN than for a BOH.
Thus, the complexity difference between BOHs and MANs is
well reflected in the differences in their characteristics in terms
of the network metric of degree.

In addition, it is found from Table XXV that the characteris-
tics of the different bug types in terms of the network metrics of
the clustering coefficient and betweenness are not significantly
different. Although the same metric, i.e., C, is used, the analy-
sis here is different from that in Section VII-A. The analysis in
Section VII-A was performed by considering the entire Linux
call graph, whereas the statistical results for C in this section are
focused on the functions affected by a bug. The bug manifesta-
tion process not only is influenced by the affected functions, but
also could be impacted by the error propagating functions. For
CB , the results indicate that we cannot consider the characteris-
tics of the different bug types to be significantly different based
on this metric.

Furthermore, Table XXV shows that the characteristics of the
bug types in terms of the network metric of closeness are signifi-
cantly different. The average closeness for a BOH is significantly
larger than that for an MAN. A node with a higher closeness is
closer to other nodes. Therefore, the results of the closeness
analysis could explain why BOHs manifest more directly and
consistently than MANs do.

Implications: The characteristics of the different bug types
can be distinguished based on two complex network metrics,
i.e., degree and closeness. The results can be further utilized
to predict MANs at the function level, file level, or subsystem
level. For example, similar to ARB prediction using software
complexity metrics [24], for file-level MAN prediction, we can
use the network metrics of the affected functions to represent the
characteristics of source files that contain MANs. The network
characteristics can be used along with or integrated with other
software complexity metrics (e.g., program size or McCabe’s cy-
clomatic complexity) to train a classification model on examples
of MANs using machine learning algorithms. The trained clas-
sifier can then be applied to new files to predict whether they are
“MAN-prone” or “MAN-free.” In addition, the network metrics
can be further utilized as features for the automatic classification
of bug types.

VIII. THREATS TO VALIDITY

The validity of empirical studies is naturally subject to limita-
tions. Since our examination focused on bugs in the Linux kernel,
we do not intend to present any general implications regarding
the bug characteristics in all software systems. Although many
of the findings have been compared to those for other projects
from previous studies, there is still a need to compare the novel
findings of this paper with findings for other software systems,
e.g., real-time OSs [47]. Additionally, we identify the following
threats.

A. Selection of Bug Reports

In this paper, the bug data were exclusively drawn from closed
and fixed reports. The reason is that reports of bugs that have not
yet been fixed may contain incomplete and inaccurate informa-
tion. The bug type proportions could be influenced by consider-
ing these future closed and fixed bug reports, since the properties
of the fixed and unfixed bugs may differ. For example, MANs
may tend to be fixed less frequently than BOHs. However, anal-
yses of fixed bugs have also found remarkably large numbers
(proportions) of BOHs in other software systems [8], [29] and
even in mature critical systems [30]. Thus, it is possible that our
focus on fixed bugs has not biased the results. To further verify
our results, in our future work, we plan to examine reports of
bugs that have not been fixed. In addition, the bug characteristic
analysis was performed based on bug data from the Bugzilla
database for the official Linux kernel. There are several other
bug sources available for various Linux distributions, such as
Arch Linux, Gentoo Linux, and Ubuntu Linux. Similar anal-
yses conducted on these bug sources could indicate different
bug characteristics compared with the analysis results based on
official Linux bug data.
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B. Manual Inspection and Analysis

In this paper, the bug classification and analysis were manu-
ally performed. Four of the authors were involved in the man-
ual classification and analysis, and all authors participated in
the experimental design and the discussions of the results.
The time consumption for all of the manual work was as
follows.

1) The classification of the bug reports, including the fault-
trigger-based bug types and regression bugs, took us
approximately four months.

2) The determination of the repair locations took nearly two
weeks.

3) The analysis of the causes of the regression bugs took us
approximately one month.

4) The extraction of the affected functions took
approximately one month.

5) The analysis and discussion of the results took nearly one
and a half months.

To ensure the consistency of the results obtained by dif-
ferent authors, cross-checks were performed, and conflicting
cases were resolved through discussion to reach a consensus
among the authors. In addition, for the manual analysis, sev-
eral tools (existing or written by us) were utilized to help us
ensure the correctness and consistency of the results. For ex-
ample, for bug counting, we first counted bugs based on dif-
ferent filtering conditions (e.g., bug type, product, and version)
using Microsoft Excel. We then wrote Linux bash command
scripts (using, e.g., grep and uniq) to verify the results auto-
matically. Regarding figure generation, most of the figures used
in the analysis were generated by OriginPro, a data analysis
and graphing software. For the statistical testing of the results,
the tests were performed using SPSS [48] and R [38] to en-
sure the correctness and consistency of the test results. How-
ever, as in all empirical studies in which manual inspection
is needed, the possibility of classification mistakes and man-
ual inspection mistakes could not be completely avoided in this
paper.

C. Correctness of Data Information

Since bug reports are reported by users and developers, the
correctness of the provided information (e.g., products and ver-
sions) may affect the results of the relevant analyses in this pa-
per. To mitigate this impact, problematic reports (e.g., omis-
sions, errors, and nonbugs) were excluded from the analyzed
data set as much as possible. For example, in the first step of the
bug classification process, nonbugs, which accounted for 23.7%
of all reports, were identified and excluded from the analysis.
Although the kernel Bugzilla triages and marks duplicate re-
ports, we still found duplicates among the collected reports. In
addition, we specified unknown types (i.e., UNK, NAU, and
ARU) to account for those reports that were difficult to clas-
sify due to insufficient or uncertain information. For example,
UNKs accounted for 7.8% of all actual bugs, NAUs accounted
for 6.4% of all NAMs, and ARUs accounted for 10.7% of all
ARBs.

D. Bug Type Definitions

The bug types are defined based on the bug manifestation
properties in terms of the fault triggering conditions. However,
the fault triggering conditions could be different for different
types of software systems, for example, the environment in
the case of the ENV subtype of NAMs. With respect to the
Linux OS, we consider the operating conditions of any exter-
nal hardware devices, mountable file systems, running applica-
tions, and so on to constitute the environment. However, with
respect to non-OS software systems, the OS itself would be the
environment.

E. Dynamic Aspects of Error Propagation and Bug Impact

The dynamic aspects of error propagation and bug impact
were mainly identified from the information provided in the bug
reports. In this paper, a bug report not only contains the textual
description about the failure behavior, but also includes attached
files (if available) related to the reproduction, diagnosis, and fix-
ing [6], [8]. In the Linux kernel Bugzilla, to clearly describe the
failures encountered and to help developers resolve bugs, in ad-
dition to reporting the failure behavior, reporters usually attach
or would be required to attach one or more of the following
files, such as test cases (e.g., steps to reproduce), crash log files
(e.g., dmesg log file, syslog log file), configuration, and sys-
tem/device information files (e.g., lspci output file, lsusb output
file). These attached files can provide partial dynamic aspects of
failure behavior. For example, the call trace in a dmesg log file
recorded a list of kernel functions executed just before a failure,
which provides us the dynamic execution information before
the failure. By examining the textual description and forum dis-
cussion of a bug report together with examining the attached
files, it can help us better identify the type of a bug. In addition,
the patches submitted by developers would also be examined
to assist us in determining the bug type. For example, if a fix-
ing patch only revised a typo in the code, we can infer that the
bug can be consistently reproduced under a well-defined set of
conditions. Besides, to ensure the accuracy, during the classifica-
tion process, a bug report with insufficient information, such as
coarse-grain textual description about the failure or insufficient
file attachments, would be labeled as an unknown type (e.g.,
UNK). Although bug reports with insufficient information have
been excluded to improve the accuracy, we recognize that using
bug reports by also considering the attached files may not be
able to fully identify the dynamic aspects and failure behavior,
affecting the bug classification, especially the classification of
the subtypes LAG, ENV, TIM, and SEQ, and the results of sub-
sequent analyses related to the classification, such as bug type
proportions and bug type characteristic analysis.

F. Evolutionary Analysis

Several factors may influence the evolution of bugs. With re-
gard to the version evolution analysis, a new release can motivate
users to migrate to the new version. Thus, bugs in the previous
versions will subsequently be less reported. In addition, with
regard to the temporal evolution analysis, bug reporting may
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decrease as a result of fixes to the current version taking more
time.

G. Fixing Time

The time required to fix a bug was computed as the differ-
ence between the reporting time and the resolution time (i.e.,
the time when the resolution was marked as CODE_FIX). Al-
though this is a better approximation of the actual fixing time
than the whole lifetime of the report (i.e., the closing-opening
time difference) is, it does not reflect the actual time taken to fix
the bug, especially if the reporter misuses the bug tracking tool.
For example, a developer might report a bug only when he/she
already has the fix ready. Thus, the results assume a low average
impact of the potential misuse of the tracking tool. In addition,
the fixing time could be impacted by the patch review process
(e.g., whether the appropriate maintainers are available and how
busy they are). Thus, we assume that the patch review process
has the same impact on all estimated times.

H. Network Metric Analysis of Bug Types

In Section VII-A, the relative proportions were utilized to an-
alyze the correlations between bug types and network metrics.
Unlike for some software systems, for which a major version is
released only after the last minor version of the previous major
version, the development periods of version series of the Linux
kernel usually overlap. Consequently, several version series ex-
ist at the same time [16]. In addition, several factors, such as the
maintenance time, release time, and the number of users of a
given version, can impact the number of bugs reported for that
version. Because of these mentioned reasons, the numbers of
bugs are not comparable among versions. Therefore, we used
the relative proportions of the bug types in the analysis. To en-
sure the validity of the proportions, we selected only the versions
with more than 50 bugs. In Section VII-B, the analysis of the
bug type characteristics in terms of complex network metrics
relies heavily on the associated bug-fixing patches because the
affected functions were extracted from these patches. The cor-
rectness of the patches could thus affect the analysis results. In
addition, for the network analysis, we used global metrics, i.e.,
closeness and betweenness, to measure the effects of error prop-
agation. We recognize that this approach might be inaccurate.
Moreover, the differences in the bug type characteristics in terms
of the network metrics could be different in other software sys-
tems. In this sense, the analysis procedure and findings should
be regarded as a framework for the use of complex network met-
rics to analyze the manifestation characteristics of bugs, to be
confirmed or rejected by further studies on other software sys-
tems or on other bug type classifications, rather than as general
findings.

IX. RELATED WORK

In this section, we first highlight the most closely related work
on bug characteristic analysis from the bug manifestation per-
spective. Then, we present several other works regarding re-
gression bug analysis. Afterward, we introduce several studies
that have analyzed the Linux OS from the complex network

perspective. Finally, the differences between this paper and pre-
vious studies on software bug analysis based on the code in
patches are presented and discussed.

Several papers defining the general characteristics of bugs
exist, such as the IEEE Std. 1044 scheme [49], the Hewlett–
Packard scheme [50], and the orthogonal defect classification
(ODC) scheme [51]. ODC categorizes bugs based on several
attributes, of which the most important is the bug type, which
captures the semantics of the fix applied by the programmers
and the bug trigger. The classification utilized in this paper is
based on the bug manifestation perspective. In 1985, Gray [10]
proposed a systematic abstraction of the manifestation of bugs.
For easily reproducible bugs, he described them as solid or hard
faults and designated them as BOHs. For transient reproducible
bugs, he described them as soft or elusive bugs and designated
them as Heisenbugs. Subsequently, the term MAN was proposed
to represent a type of bug whose underlying causes are complex
and whose manifestations are chaotic and nondeterministic [52].
To clarify the relationships among different definitions of bug
types, Grottke and Trivedi [11], [12] proposed detailed defini-
tions of BOHs and MANs. They defined MANs as the comple-
mentary opposite counterparts of BOHs, whereas Heisenbugs
were defined as a subset of MANs. Moreover, depending on
whether they can cause the software aging phenomenon, MANs
were further classified into ARBs and NAMs. In 2013, Cotro-
neo et al. [8] provided a more detailed subtype classification for
ARBs and NAMs according to the different kinds of complexity
present in their fault triggering conditions.

On the basis of the above classification scheme, several studies
have addressed bug classification and related bug characteristic
analyses for various software systems [8], [29], [30]. Grottke
et al. [30] explored the faults found in the onboard software
for 18 JPL/NASA space missions. In that paper, among the 520
faults detected in all 18 missions, 61.4% of the faults were iden-
tified as BOHs, and 36.5% of the faults were classified as MANs.
Cotroneo et al. [8] investigated bugs in four open-source soft-
ware systems, including Linux, MySQL, HTTPD, and AXIS.
They found that the proportion of MANs tended to stabilize
around a constant value during the lifecycle of each of the four
projects. Moreover, Qin et al. [29] performed a fault-trigger-
based bug classification for the Android OS by examining 513
bug reports. In this paper, it was found that 31.4% of the bugs
were MANs. Other studies related to the bug manifestation per-
spective are summarized as follows. Chandra and Chen [53]
investigated faults occurring in Apache web server, GNOME
desktop, and MySQL database environments. They found that
5%–14% of the faults were triggered by transient conditions,
such as timing and synchronization issues. These faults naturally
fixed themselves during recovery. Cotroneo et al. [54] studied
the characteristics of the bug manifestation process by defining a
set of failure-exposing conditions, such as workload-dependent
triggers and environment-dependent triggers. In addition, sev-
eral studies have focused on specific types of bugs, including
ARBs [55] and concurrency bugs [56].

Here, we summarize several studies on regression bugs. Nir
et al. [57] found that regression bugs were usually caused by
bug fixes included in patches. Shihab et al. [58] performed an
industrial study on the risk of software changes. In their work,
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they found that the number of bug reports and the developer ex-
perience could be considered the best indicators of change risk.
Khattar et al. [43] conducted an in-depth characterization study
of regression bugs in the Google Chromium project. One inter-
esting finding was that 51.1% of the bugs in Google Chromium
are regression bugs.

Regarding the complex network analysis of software, several
related studies have been performed. Large-scale software sys-
tems can be considered to be among the most sophisticated man-
made systems and can be abstracted as networks [18]. An OS is a
typical software product that provides an execution environment
for the software that runs on the system. In 2008, Zheng et al.
[59] proposed two new network growth models to better describe
Gentoo Linux. Gao et al. [21] modeled the kernel directory of
the Linux kernel as a complex network. In their work, it was
found that with regard to the robustness of the kernel network to
intentional attacks, nodes with high in-degrees providing basic
services will cause more damage to the system as a whole. Wang
et al. [22] investigated the coupling relationships among com-
ponents in the Linux OS from the perspectives of topology and
function, and they further studied the network impact of failures.
Recently, Xiao et al. [23] performed an evolutionary analysis of
62 major releases of the Linux OS, including versions 1.0 to 4.1,
from a complex network perspective. The characteristics of the
topological and functional structure evolution of the Linux call
graph were revealed.

In one class of studies, software bugs are analyzed based on
the code in the patches developed to address them. Durães and
Madeira [60] utilized the source code in a set of patch and diff
files from several open-source projects to classify a total of 668
faults according to the ODC scheme. It was found that sim-
ple programmer mistakes were typically responsible for soft-
ware failures. In addition, a state-of-the-art technique called G-
SWFIT was proposed to emulate software faults and assess their
impact. Fonseca et al. [61], [62] analyzed the source code of se-
curity patches for widely used web applications. They reported
that only a small subset of the software fault types was related
to security problems. Tan et al. [9] classified 583 bugs collected
from Mozilla, Apache, and Linux into three types (i.e., mem-
ory bugs, concurrency bugs, and semantic bugs) based on their
root causes by manually inspecting the source code of the cor-
responding patches. They reported that semantic bugs were the
dominant class. In contrast to these studies, our work focuses
on bug characteristics from the perspective of bug manifestation
in terms of fault triggers rather than from the perspective of the
developers’ involvement in the coding mistakes, as in the case
of classifying and analyzing bugs based on specific mistakes in
the source code.

X. CONCLUSION

In this paper, a comprehensive empirical study of bug char-
acteristics in the Linux OS from an evolutionary perspective
was presented based on 5741 bug reports. First, we defined the
bug classes and the steps performed in the manual inspection.
The analysis was conducted from four perspectives, namely, bug
types, regression status, fixing time, and software metrics, and
yielded 22 findings and implications that can be useful to the

developers and users of the Linux OS. Among these findings,
some of them reinforced the existing body of knowledge on
bugs (e.g., the trends and relative proportions of BOHs/MANs,
the dominance of driver bugs among OS bugs, and the longer
fixing time for MANs), and others of them were expected (e.g.,
the evolutionary trends of regression bugs and the shorter fix-
ing time for regression bugs). To better interpret the findings, we
identified two types of findings that are nonobvious. First, the re-
sults of analyzing the associations between bug types and Linux
subsystems (i.e., Findings #8 and #11) and between bug types
and regression statuses (i.e., Finding #13) revealed which bug
types are more prone to occur in which Linux subsystems (e.g.,
Drivers bugs are more likely to be BOHs, whereas File System
bugs are more likely to be NAMs or ARBs) and that nonre-
gression bugs tend to be MANs. These associations can guide
developers in applying different testing strategies to test differ-
ent subsystems or to test for regression/nonregression bugs. In
addition, the findings related to the software complexity metrics
(i.e., Findings #19 to #22) revealed that the characteristics of
BOHs and MANs exhibit statistically significant differences in
terms of such metrics. These results can be further utilized to
predict and classify MANs.

There is abundant future work to be done in this field. We
present the following directions of research that deserve to be
pursued.

1) Automatic classification of fault-trigger-based bug types.
In our previous study [63], we utilized a deep learning
method to automatically classify bugs, achieving an ac-
curacy of 0.691. We plan to improve on this result by
considering the characteristics of the different bug types
in terms of network metrics.

2) Automatic representation of the relationships between re-
gression bug reports and their causes and fixes. The results
of a further analysis have revealed that the occurrence of
regression bug chains is nonnegligible in Linux [64]. It
would be interesting to develop a technique for formaliz-
ing the regression relationships to enable further studies
of regression bugs in Linux and other software systems.

3) Use of the network metric analysis procedure to examine
the bug type characteristics in other software systems.

APPENDIX A

Here, we illustrate the network modeling of the Linux call
graph and then present the definitions of the complex network
metrics selected to measure the characteristics of the bug types
from a network perspective. Finally, the definitions of the inte-
gration methods for network metrics are given.

A. Network Modeling

The Linux kernel is primarily implemented based on the C
programming language. The functionality realization of a soft-
ware system developed in C predominantly depends on the
function calls, which can commonly be represented as a call
graph, as shown in Fig. 16. In this paper, we define the static
call graph of the Linux kernel as a directed network G(N,E),
where N = {v1, v2, . . . , vn} is a set of n nodes, each of which
represents a function in the source code of the Linux kernel,
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Fig. 16. Depiction of the abstraction of an example C-language program as a
directed network. (a) is an illustration of the source code of the program, whose
static call graph, which is depicted in (b), can be modeled as a directed network.

and E = {e1, e2, . . . , em} is a set of m edges, each of which,
ei = (vs, vt) (i = 1, 2, . . . ,m), denotes a call between a pair of
functions, i.e., nodes vs and vt (vs, vt ∈ N). In this paper, we
model the Linux OS in the form of directed networks and focus
on the largest weakly connected part of each network.

B. Network Metrics

We choose four representative complex network metrics, of
which two metrics represent local properties, i.e., the degree k
and the clustering coefficient C, and the other metrics represent
global properties, i.e., the betweenness CB and the closeness
CC . These network metrics are defined as follows.

1) Degree: The degree of a node in a network is the number
of edges connected to it. For a directed network, a node
has two types of degrees: an in-degree and an out-degree.
The in-degree of a node in the Linux call graph represents
the number of functions calling it, whereas the out-degree
represents the number of functions that it calls. For ex-
ample, as shown in Fig. 16, the in-degree of func5 is 1,
whereas its out-degree is 2. The in-degree and out-degree
of a given node i are usually denoted by kini and kouti , re-
spectively. In addition, the undirected degree of node i is
denoted by ki and is calculated as

ki = kini + kouti . (A1)

2) Clustering Coefficient: The clustering coefficient of a node
measures the probability that a node’s neighbors are also
neighbors of each other. In the Linux call graph, a larger
clustering coefficient indicates more tightly connected in-
teractions among the neighboring functions of a node. For
a directed network, the clustering coefficient of a node i
is calculated as [65]

Ci =
1

2

∑
j

∑
k (aij + aji)(aik + aki)(ajk + akj)

(kini + kouti )(kini + kouti − 1)− 2
∑

j aijaji
(A2)

where the value of aij is 1 if an edge from node i to j
exists and aij = 0 otherwise. For example, as depicted in
Fig. 16, the clustering coefficient of func5 is 0.167. The
clustering coefficient of the entire network is calculated as

C =
1

n

n∑

i=1

Ci. (A3)

3) Betweenness: The betweenness is a shortest-path-based
metric representing the centrality of a node in the network.
It measures the number of shortest paths that pass through
the node. The expression for the betweenness of a node i
is [66]

CB(i) =
∑

s �=i �=t

σst(i)

σst
(A4)

where σst is the total number of shortest paths from node
s to t, while σst(i) is the number of those paths that pass
through node i. For a large network,CB can be normalized
as shown in A5. For example, in the network depicted in
Fig. 16, the betweenness of func5 is 1

C
′
B(i) =

CB(i)− min(CB)

max(CB)− min(CB)
. (A5)

4) Closeness: The closeness is another measure of centrality.
It is calculated as the reciprocal of the sum of the length
of the shortest paths between a node and all other nodes
in the network. A node with a larger closeness is more
centrally located in the network and is closer to all other
nodes. The closeness of a node i is defined as [66]

CC(i) =
1

∑
j �=i d(i, j)

(A6)

where d(i, j) is the distance between nodes i and j. In
addition, CC can be normalized as shown in (A7). For
example, in the network depicted in Fig. 16, the closeness
of func5 is 1

C
′
C(i) = (n− 1)CC(i). (A7)

C. Integration Methods for Network Metrics

In this paper, four methods of integrating the network metrics
are presented, including the SUM, AVERAGE, MAXIMUM, and
MINIMUM operations. These integration methods are defined
as follows. For a given bug, suppose that the number of affected
functions extracted from its corresponding patch is q. Then, the
network metric representations of the bug are calculated as fol-
lows.

1) SUM: the sum of the affected functions’ network metrics

bugsum
nm =

q∑

p=1

nm(p), 1 ≤ p ≤ q (A8)

where nm denotes a specific network metric. For example,
when the clustering coefficient C is considered, the corre-
sponding network metric of the bug is denoted by bugsum

C .
Note that nm has the same meaning in the following ex-
pressions.

2) AVERAGE: the average of the affected functions’ network
metrics

bugave
nm =

∑q
p=1 nm(p)

q
, 1 ≤ p ≤ q. (A9)

3) MAXIMUM: the maximum of the affected functions’
network metrics

bugmax
nm = max(nm(p)), 1 ≤ p ≤ q. (A10)
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TABLE XXVI
DETAILED VALUES FOR TABLE XXV: kout

TABLE XXVII
DETAILED VALUES FOR TABLE XXV: kin

4) MINIMUM: the minimum of the affected functions’
network metrics

bugmin
nm = min(nm(p)), 1 ≤ p ≤ q. (A11)

The average network metrics of the bugs for a version are fur-
ther obtained by averaging the corresponding network metrics
of all bugs present in that version. Suppose that the number of
bugs present in a given version is t. The average network metrics
of the bugs for that version are calculated using the following
expressions.

1) SUM:

versionsum
nm =

∑t
s=1 bugsum

nm (s)

t
, 1 ≤ s ≤ t. (A12)

TABLE XXVIII
DETAILED VALUES FOR TABLE XXV: k

TABLE XXIX
DETAILED VALUES FOR TABLE XXV: C

2) AVERAGE:

versionave
nm =

∑t
s=1 bugave

nm (s)

t
, 1 ≤ s ≤ t. (A13)

3) MAXIMUM:

versionmax
nm =

∑t
s=1 bugmax

nm (s)

t
, 1 ≤ s ≤ t. (A14)

4) MINIMUM:

versionmin
nm =

∑t
s=1 bugmin

nm (s)

t
, 1 ≤ s ≤ t. (A15)

APPENDIX B

The detailed values of the network metrics for bugs of dif-
ferent types for the analysis in Section VII-B are provided in
Tables XXVI–XXXI.
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TABLE XXX
DETAILED VALUES FOR TABLE XXV: CB

TABLE XXXI
DETAILED VALUES FOR TABLE XXV: CC
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